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Abstract
The Aegean region is geologically situated at the western end of the Gediz Graben system, influenced by the Western Ana-
tolian Regime. In addition, the region is characterized by various active fault lines that can generate earthquake activity. 
Numerous earthquakes have been recorded in the region, causing significant material and moral damage from the past to the 
present. In this study, earthquake data from three different catalogs are examined. The non-clustered catalog is compiled for 
the years 1970 to 2020, including earthquakes with a moment magnitude (Mw) greater than 3.0. The monthly average mag-
nitudes of earthquakes in the region are obtained and analyzed using ARIMA, singular spectrum analysis (SSA), and deep 
learning methods including convolutional neural network (CNN) and long short-term memory (LSTM), as these methods 
have not been compared for the region previously. Each method has a different benefit. ARIMA analyzes time series trends 
and seasonal patterns, while SSA focuses on decomposition and feature extraction. LSTM attempts to capture complex rela-
tionships using memory mechanisms, while CNN is powerful at pattern recognition and extracting important features. Thanks 
to this diversity, our study allows for more comprehensive and reliable forecasts of average earthquake magnitudes for the 
next 36 periods. The estimation capabilities and error rates of each method were analyzed based on earthquake magnitude 
data, and it was determined that the LSTM method provided the most effective and accurate predictions.

Keywords  ARIMA · Deep learning · Earthquake · Long short-term memory · Magnitude · Neural network · Singular 
spectrum analysis

Introduction

Earthquakes are the leading natural disasters causing loss 
of life and property both in our country and worldwide, par-
ticularly in residential areas. While the exact timing of earth-
quakes remains uncertain, they are more likely to occur in 
regions with active faults and high seismic activity (Gioncu 
and Mazzolani 2011). Among the globally recognized 
earthquake-prone areas, the Pacific and Alpine–Himalaya 
seismic belts stand out as the most intense ones. Turkey, 
located within the Alpine–Himalayan belt, faces a high risk 
of earthquakes (Cekim et al. 2021). Moreover, a significant 

portion, around 43%, of the country’s surface lies in a highly 
seismically hazardous zone, contributing to its long history 
of devastating earthquakes (Akkar et al. 2018). As the most 
active region in the Mediterranean, Turkey experiences fre-
quent earthquake activity due to its location between three 
major tectonic plates: the African, Arabian, and Eurasian 
plates. The dynamic interaction among these plates accounts 
for most of the tectonic activity in the region (Cohen et al. 
1995). As a result, the Anatolian Plate carries a substan-
tial seismic hazard. Particularly, Western Anatolia, which 
encompasses the Aegean region of Turkey, is characterized 
by intense deformation and a series of active faults aligned 
from north to south with an east–west extension. Conse-
quently, the Aegean region is highly susceptible to destruc-
tive earthquakes (Seyitoğlu and Scott 1992; Bayrak et al. 
2017; Coban and Sayıl 2019, 2022).

The Aegean Region holds significant importance both in 
terms of geology and tectonics, making it a compelling area 
for further investigation. With its high values of maximum 
ground acceleration in relation to earthquake hazards, the 
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region is prone to seismic activity. The westward movement 
of Anatolia leads to east–west compression and north–south 
expansion, activating the faults in the Aegean Region. Upon 
examining its seismicity, it is evident that the region houses 
numerous faults capable of generating earthquakes with 
magnitudes of six or higher. Tectonically, there are several 
noteworthy faults, each with independent characteristics 
and distinct focal solutions. The earthquake hazard map 
of Turkey indicates that the region’s hazard values pose 
a significant risk. It is believed that the Graben basins in 
the Aegean region formed due to thermal collapse during 
the Early–Middle Miocene period. While there is limited 
information on regional tectonics during the Middle–Late 
Miocene, gradual stretching is thought to have been initiated 
during this period. The primary movement of east–west gra-
bens is believed to have occurred in the Pliocene (Erdik et al. 
2004). The active tectonics of the Aegean Graben system 
are influenced by two crucial geological events: the subduc-
tion system and the compression of Anatolia by the Arabian 
plate in the north. Situated in the western part of Turkey, the 
Aegean region is characterized by numerous graben systems. 
These grabens are delineated by faults on both sides and 
appear as elongated, narrow flat regions. Among these, the 
Gediz graben system holds significant importance in West-
ern Anatolia and is one of the vital graben systems in Turkey 
(Ketin 1968; Polat et al. 2008). In recent years, east–west 
main grabens and active graben systems in the NE–SW and 
NW–SE directions have developed in Western Anatolia due 
to the influence of the NNE–SSW extension. Prominent 
neotectonic structures that have formed in Western Anato-
lia under this tectonic regime include the Gökova, Büyük 
Menderes, Gediz, Bakırçay, and Simav grabens. The Büyük 
Menderes graben, a significant structure in the east–west 
direction, extends from the Denizli basin in the east to the 
Aegean Sea in the west (Şengör 1982; Emre et al. 2018). 
The northern and southern boundaries of the approximately 
150 km-long Büyük Menderes graben are marked by faults 
(Paton 1992). Previous studies have revealed that the faults 
on the northern side of the Graben exhibit greater activity 
compared to those on the southern side, and most of the 
activity during the Holocene period occurred in the northern 
part of the Graben (Altunel 1999; Bozkurt 2000; Sözbilir 
2001).

Apart from the Gediz graben, the region is character-
ized by several active faults that can serve as sources of 
earthquake activity. These include the Gülbahçe, Güzel-
hisar, Menemen, Seferihisar, Tuzla, Gümüdür, Mordagan, 
İzmir, Kiraz, and Yeni Foça faults (Bayrak and Bayrak 
2012). According to the Disaster and Emergency Manage-
ment Authority (AFAD) in Turkey, the earthquake with a 
moment magnitude (Mw) of 6.9 occurred off the coast of 
Samos on October 30, 2020, at 14:51 Turkish time. The 
earthquake was recorded as one of the largest to occur in 

the region, with a magnitude equivalent to its scale. It lasted 
approximately 16 s, and within the following 2 months, 5799 
aftershocks were recorded, ranging in magnitude from 0.7 
to 5.1. The town of Seferihisar, located 27 km away from 
the epicenter, was the closest area in Turkey affected by the 
earthquake (Karadaş and Öner 2021). This recent seismic 
event resulted in significant damage and underscored the 
importance of studying earthquakes in the region. Conse-
quently, numerous research studies have been conducted to 
understand the characteristics of seismic activities and their 
relationship with faults in the highly active Aegean Region 
(Mouslopoulou and Hristopulos 2011; Tağil and Alevkayali 
2013; Akın and Yağmurlu 2020). In addition, there have 
been investigations specifically focused on earthquakes with 
magnitudes of four and above, which possess significant 
destructive potential in the Aegean Region (Stein et al. 1997; 
Durak 2008; Danese et al. 2009; Tagil 2004).

Predicting earthquake magnitudes and their occurrence 
times is a crucial task in seismic analysis, as it provides 
valuable information for probabilistic seismic hazard assess-
ment studies (Abdalzaher et al. 2020; Elhadidy et al. 2021). 
These studies utilize ground motion estimation equations to 
investigate seismicity and assess the potential hazards asso-
ciated with earthquakes. Furthermore, time series analysis 
plays a significant role in earthquake prediction by examin-
ing statistical data collected at regular intervals over time. 
By analyzing past observations, reliable predictions can be 
made, aiding in the understanding and management of seis-
mic risks. Among the widely used models in this field, the 
autoregressive integrated moving average (ARIMA) model 
stands out (Shishegaran et al. 2019; Keskin and Külahcı, 
2022). For example, Amei et al. (2012) applied the ARIMA 
model to predict earthquake sizes worldwide between 1896 
and 2009, with a specific focus on earthquakes of magnitude 
8.0 or higher on the Richter scale. Similarly, Todelo et al. 
(2019) utilized an ARIMA (1,0,6) model to predict earth-
quake occurrences based on earthquake count datasets from 
2000 to 2017. ARIMA models have also been employed 
in studies focusing on smaller regions, aiming to predict 
earthquake magnitudes. Shishegaran et al. (2019) utilized 
ARIMA, GARCH, and a combination of both to predict 
potential earthquake magnitudes in Iran. Yuan et al. (2022) 
used the ARIMA model to analyze earthquake catalog data 
from the Longmen Mountain fault zone in China, aiming 
to estimate earthquake origin times. However, the applica-
tion of the ARIMA model to analyze seismicity and predict 
magnitudes in the Aegean graben region of Turkey remains 
unexplored.

Singular spectrum analysis (SSA) is a powerful non-par-
ametric method widely employed for spectral estimation in 
time series analysis, offering a broad range of applications. 
It integrates components from dynamical systems, multi-
variate statistics, classical time series analysis, multivariate 
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geometry, and signal processing. SSA proves to be highly 
valuable in various tasks, including trend detection at dif-
ferent resolutions, smoothing, extraction of seasonal compo-
nents, simultaneous extraction of cycles with small and large 
periods, identification of periodicities with varying ampli-
tudes, extraction of complex trends and periodicities, analy-
sis of short time series for structural patterns, and detection 
of change points (Hassani 2007). Unlike ARIMA, SSA does 
not rely on assumptions about the underlying time series and 
only requires adjusting a single parameter. Consequently, it 
has gained significant popularity across different fields in 
recent years (Lin et al. 2022; Coussin 2022; Putriasari et al. 
2022). While there have been limited applications of SSA 
in seismological studies, Yadav et al. (2015) employed SSA 
to investigate the presence of annual cyclicity in seismicity 
data, facilitating the establishment of statistical correlations 
between seismic activity and reservoir operations in India. 
SSA is capable of analyzing and reconstructing a time series 
with or without specific constituents based on the desired 
objectives. In this study, we employ the SSA model for the 
following purposes: (i) constructing a smoothed version 
of the time series by focusing on a selected subset of its 
constituents, (ii) analyzing the periodic components of the 
time series to gain insights into the fundamental processes 
that gave rise to it, (iii) eliminating all trends and periodic 
components from the series, isolating the noise, and (iv) 
reconstructing the original time series while excluding its 
cyclic constituents.

Convolutional neural network (CNN) is a widely used 
neural network architecture in the field of deep learning. 
While initially designed for image processing tasks, CNNs 
can also be effectively utilized for analyzing different types 
of data, including time series data. Earthquake magnitude 
prediction refers to the process of measuring the intensity of 
an earthquake based on given seismic data. CNN can assist 
in automatically learning data-specific features that are used 
to estimate the magnitude of earthquakes.

The rapid determination of the magnitude and loca-
tion of the earthquake is very important in reducing the 
earthquake risk and loss of life. In order to quickly deter-
mine these parameters, studies are carried out on earth-
quake early warning systems with various CNN-based 
deep learning models (Saad et al. 2020; Abdalzaher et al. 
2021; Zhang et al. 2022). These studies investigate how a 
CNN-based model can be utilized for estimating the mag-
nitudes of earthquakes. As far as we know, CNN has not 
been used in Turkey for earthquake magnitude prediction 
before. Another deep learning method, namely long short-
term memory (LSTM) can improve the accuracy of these 
predictions and help in taking more effective measures 
related to earthquakes. LSTM is a type of recurrent neural 
network that is used to model long-term dependencies in 

time series data. Earthquake data are typically represented 
as time series, and it is crucial to accurately analyze the 
patterns and relationships in this data. Earthquake magni-
tude prediction involves understanding the characteristics 
of earthquake data, detecting patterns, and making predic-
tions about future magnitudes. LSTM, with its ability to 
understand the complex dynamics of time series data over 
time, can be an effective tool for earthquake magnitude 
prediction. The memory cells in LSTM can capture long-
term dependencies and learn hidden relationships, which 
can be used to predict future earthquake magnitudes. The 
prediction of earthquake with high accuracy is tried to 
achieve by Wang et al. (2017) using LSTM. Berhich et al. 
(2021) used the LSTM to predict earthquake magnitudes 
using LSTM networks. The model was trained using data 
collected from different earthquake regions and utilized 
for predicting future earthquake magnitudes. The study 
evaluates the effectiveness and performance of LSTM in 
earthquake magnitude prediction. Al Banna et al. (2021) 
performed the LSTM to predict earthquakes in the Bang-
ladesh region. On the other hand, the utilization of this 
method for analyzing earthquake magnitudes in Turkey 
remains unexplored.

Let us point out that CNN or LSTM-based deep learning 
methods alone may not be sufficient for earthquake magni-
tude prediction. It is often preferred to compare different 
methods and combine various data analysis techniques to 
obtain more accurate predictions. Therefore, it is impor-
tant to evaluate the performance of CNN and LSTM in 
comparison with other methods such as SSA and ARIMA. 
Comparative studies of this nature can help assess which 
method is more effective in earthquake magnitude predic-
tion. Therefore, in the study, the average magnitudes of 
earthquakes that occurred within the specified area in the 
Aegean Region were compiled on a monthly basis, cover-
ing the period from January 1970 to December 2020. The 
aim of this study is to identify the most suitable models, 
including ARIMA, SSA, CNN-based, and LSTM-based 
deep learning models, using average series data for accu-
rate prediction of potential average earthquake magnitudes 
in this region. These models will be utilized to generate 
predictions based on the collected data.

The paper is structured as follows: the next section pro-
vides an overview of the study area and details the data-
set preparation. Subsequently, the methods used in this 
study are introduced. Moving on to the third section, the 
selection of the optimal model for describing the dataset 
is discussed, with a comparative analysis of the results 
obtained from the ARIMA, SSA, CNN and LSTM-based 
deep learning models. Diagnostic tests are also performed 
in this section. Finally, the last section presents the con-
cluding remarks.
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Materials and methods

Materials

The study focuses on the Aegean Region and its surround-
ing 200 km buffer zone, as depicted in Fig. 1. This region, 
characterized by a complex tectonic structure, exhibits 
numerous independent fault lines. In his work, Şengör 
(1979a, b) proposed the existence of four distinct neotec-
tonic provinces across Turkey: (1) the North Anatolian 
province, (2) the Eastern Anatolian contractional prov-
ince, (3) the Central Anatolian ‘Ova’ province, and (4) the 
Western Anatolian extensional province. Each province 
displays unique tectonic characteristics.

The earthquake magnitude data used in this study were 
sourced from the “Artificial Intelligence and Probabilis-
tic Model Based Earthquake Hazard Map” project, which 
is part of the TUBITAK 1001 initiative. To ensure the 
accuracy of the study’s results, the earthquake data were 
obtained from reputable sources, including the Repub-
lic of Turkey Prime Ministry of Disaster and Emergency 
Management, the Presidential Authority of Earthquake 
Department (AFAD), and the Bogazici University Kandilli 

Observatory and Earthquake Research Institute Regional 
Earthquake Tsunami Monitoring Center (KOERI), as well 
as the Tan (2021) catalogs. Figure 2 illustrates the earth-
quakes that occurred in the region between the years 1970 
and 2020.

To ensure consistency in the earthquake catalog used in 
this study, magnitude conversion relations from Kadiroğlu 
and Kartal (2016), KOERI, and Tan (2021) were applied. 
These conversions were necessary to homogenize the cata-
log and express all magnitudes on a single scale, specifi-
cally Moment Magnitude (Mw). Various magnitude types, 
such as Time-dependent Magnitude (Md), Local Magnitude 
(Ml), Surface Wave Magnitude (Ms), Body Wave Magnitude 
(Mb), and Moment Magnitude (Mw), are used to measure 
earthquake magnitudes. Among these, Moment Magnitude 
(Mw) is considered the most reliable and comprehensive 
measurement. Calculating the moment magnitude involves 
developing a mathematical model of the earthquake occur-
rence, making it a complex process. Typically, if the moment 
magnitude is known, other magnitude types are not calcu-
lated separately. The earthquake catalog was declustered to 
remove foreshocks and aftershocks using distance (r) and 
time (t) relations based on the work by Gardner and Knopoff 
(1974) and modified by Urhammer (1986). Subsequently, the 

Fig. 1   Location map of the study area
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earthquake magnitudes were compiled to cover the period 
between January 1970 and December 2020, and a series of 
monthly average earthquake magnitudes was obtained.

Table 1 presents the basic statistics derived from the 
earthquake magnitude data. The values Q1, Q2, and Q3 cor-
respond to the 1st, 2nd, and 3rd quartiles, respectively. Ana-
lyzing the quantiles of the monthly average magnitudes of 
earthquakes in the region, it is observed that approximately 
25% of the magnitudes are below 3.4. Furthermore, 50% of 
the magnitudes are less than 3.5, and 75% of the magnitudes 
are less than 4.2.

Figure 3 shows the histogram and scatter graphs of the 
monthly average earthquake magnitude data.

Based on Table 1 and Fig. 3, it is evident that the monthly 
average magnitudes of earthquakes in the Aegean Graben 
System range from a minimum of 3.1 to a maximum of 5.0, 
with an average magnitude value of 3.7. The distribution 

of the dataset is right-skewed, as indicated by the positive 
skewness value. Furthermore, the kurtosis value of 2.080, as 
shown in Table 1, suggests that the distribution of monthly 
average earthquake magnitudes is platykurtic, meaning it 
has lighter tails compared to a normal distribution. This 
indicates a higher risk of experiencing extremely large 
magnitudes.

The scatterplot in Fig. 3 shows that the observed pat-
tern of no clear trend in the monthly average earthquake 
magnitudes in the Aegean region between 1970 and 1980, 
followed by a decrease from 1980 to 1990, can be explained 
by the following factors: the Aegean region is character-
ized by active tectonic movements. Fault lines, tectonic 
plate boundaries, and other geological features contribute 
to variations in earthquake magnitudes. The absence of a 
distinct trend during 1970–1980 may indicate the complex 
nature of geological features in the region that influence 

Fig. 2   Earthquakes that occurred between 1970 and 2020 in the region

Table 1   Basic statistics of 
monthly average earthquake 
magnitudes (Mw)

Min Q1 Q2 Q3 Max Mean Skewness Kurtosis St. Dev Variance

3.144 3.377 3.548 4.155 4.967 3.745 0.679 2.080 0.452 0.205
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earthquake magnitudes. Furthermore, earthquakes occur 
when accumulated stresses in the Earth’s crust are released. 
Stress distribution can vary based on the rate of tectonic 
movements, friction along plate boundaries, and the activity 
of faults. The decrease observed from 1980 to 1990 could 
suggest a change or reduction in stress distribution during 
that period. On the other hand, accurate and comprehensive 
collection of earthquake data is crucial. The lack of a clear 
trend during 1970–1980 might be attributed to limitations 
in data sources or monitoring systems during that period. In 
later years, advancements in technology and more extensive 
monitoring networks may have led to more precise and reli-
able data.

Methods

ARIMA (Box–Jenkins) method

In the study, we conduct time series analysis to obtain the 
prediction of earthquake magnitudes. ARIMA is a classical 
time series forecasting model that has been widely used for 
magnitude estimation. While there are newer methodologies 
such as machine learning and deep learning that have gained 
popularity, ARIMA still offers several incentives for mag-
nitude estimation in certain contexts. ARIMA models are 
based on statistical assumptions and principles, which can 
provide a solid foundation for magnitude estimation. These 
models assume stationarity, which means that the statistical 
properties of the time series data do not change over time. 
This assumption can be useful in certain applications where 
stationarity is a reasonable assumption.

ARIMA models can also be effective when dealing with 
small or limited datasets. They can handle situations where 
the data have a short history or lacks the vast amounts of 
training data required by some machine learning or deep 
learning approaches. ARIMA models can capture patterns 
and dependencies in the data even with limited information. 

Furthermore, ARIMA models are specifically designed for 
time series data, which have inherent temporal dependen-
cies. They take into account the autocorrelation and moving 
average components present in the data. This makes ARIMA 
models particularly useful when working with data that 
exhibit trends, seasonality, or other time-related patterns.

Figure 4 shows a flowchart for the steps of ARIMA 
method in general.

The Box–Jenkins method is a statistical forecasting tech-
nique commonly used for forward prediction and control 
of univariate time series. It assumes that the time series 
being analyzed consists of equally spaced observations and 
is stationary. However, in reality, time series often exhibit 
time-dependent changes in mean and variance due to trends, 
regular fluctuations, irregular fluctuations, and random fluc-
tuations. To apply the Box–Jenkins methodology to these 
non-stationary time series, it is necessary to transform them 
into stationary series using various methods. Models applied 
to non-stationary series that are converted into stationary by 
taking differences are known as non-stationary linear sto-
chastic models. These models combine elements of Mov-
ing Average (MA) and Autoregressive (AR) models applied 
to series with differencing of order ‘d’ (Kaynar and Taştan 
2009). The representation of such models is denoted as 
ARIMA (p, d, q), where ‘p’ and ‘q’ represent the degrees of 
the AR and MA models, respectively, and ‘d’ represents the 
degree of differencing. ARIMA (p, d, q) model is defined as

The Box–Jenkins model follows a five-stage process to 
determine the appropriate model for a time series: model 
identification, parameter estimation, model diagnostic 
checking, model prediction, and forecasting. It is important 
that the time series being analyzed consists of observation 
values with equal time intervals. To apply the Box–Jenkins 

(1)
Zt =Φ1

Zt−1 + Φ
2
Zt−2 +⋯ + ΦpZt−p + �

+ �t − Θ
1
�t−1 − Θ

2
�t−2 −⋯ − Θq�t−q.

Fig. 3   Histogram (left side) and scatterplot (right side) for monthly average earthquake magnitudes
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methodology, the series should be transformed into a sta-
tionary series by removing trends and seasonal fluctua-
tions. The determination of the appropriate model for the 
series is based on the autocorrelation function (ACF) and 
partial autocorrelation function (PACF) plots of the station-
ary series. If the series is stationary, the suitable models 
are represented as AR(p), MA(q), or the combination of 
both, known as the autoregressive moving average model 
(ARMA)(p, q). However, if the series exhibits a trend and 
is made stationary by differencing, the term I(d) is added to 
the model, resulting in the notation ARIMA(p, d, q) (Kadi-
lar and Öncel Çekim 2020). By following this process, the 
Box–Jenkins model enables the identification and estimation 
of parameters, diagnostic checking of the model, and predic-
tion and forecasting of the time series.

In the AR(p) model, the parameter “p” represents the 
order or degree of the autoregressive model. When deter-
mining the suitable model for a series, the ACF and PACF 
plots are analyzed to observe the pattern of correlation. In 

the PACF plot, if only the first lag shows a statistically sig-
nificant correlation, while the correlations in the ACF plot 
gradually decrease as the number of lags increases, it indi-
cates that the model is an AR(1) model. This means that 
in the AR(1) model, the relations in the ACF plot decrease 
gradually, while the relations of the first lag in the PACF 
plot are significant. By comparing the patterns of correlation 
decay in the ACF and PACF plots, the appropriate value of 
“p” can be determined for the AR model. AR(p) model is 
given by

In the MA(q) model, the parameter “q” represents the 
order or degree of the moving average pattern. When ana-
lyzing the ACF and PACF plots to determine the suitable 
model, specific patterns can be observed for the moving 
average models. In the PACF plot, as the number of lags 
increases, the correlations gradually decrease in the moving 

(2)Zt = Φ
1
Zt−1 + Φ

2
Zt−2 +⋯ + ΦpZt−p + �t.

Fig. 4   Flow chart showing the 
time series analysis process 
(Zhai et al. 2020)
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average models. However, in the ACF plot, this decrease is 
much faster. This pattern indicates that the relations of the 
first q lags in the ACF plot are significant for the MA(q) 
model. By examining the decay of correlations in the ACF 
and PACF plots, the appropriate value of “q” can be deter-
mined for the moving average model. The model is defined 
as follows:

In the ARMA(p, q) model, both the autocorrelation func-
tion (ACF) and partial autocorrelation function (PACF) 
plots are analyzed to determine the appropriate values for 
the parameters “p” and “q”. For the AR component (p), the 
important relationships are identified by observing the first 
lags in the PACF plot. If there are significant correlations at 
the first p lags in the PACF plot, it suggests an autoregressive 
pattern of order p. Similarly, for the MA component (q), the 
significant relationships are determined by examining the 
first lags in the ACF plot. If there are significant correlations 
at the first q lags in the ACF plot, it indicates a moving aver-
age pattern of order q. By considering the decay of correla-
tions in both ACF and PACF plots, the appropriate values 
for p and q can be determined for the ARMA(p, q) model. 
ARMA(p, q) model is given by

SSA (singular spectrum analysis) method

SSA is a powerful non-parametric method used for analyz-
ing nonlinear time series data. It offers a flexible approach to 
decompose the original time series into distinct components, 
including trends, periodic patterns, and noise. This technique 
is applicable to a wide range of time series, such as annual, 
monthly, and hourly data, allowing researchers to recognize 
and predict critical information within these series. The pro-
cess of SSA involves several steps. First, a trajectory matrix 
is generated based on the one-dimensional time series. Next, 
this matrix is decomposed and reconstructed, enabling the 
calculation of various components such as trend, period, 
and noise. By carefully analyzing the structure of the dif-
ferent constituent signals obtained through SSA, research-
ers can gain valuable insights into the underlying patterns 
and dynamics of the time series, facilitating prediction and 
forecasting tasks. Overall, SSA provides a robust framework 
for exploring and understanding nonlinear dynamics in time 
series data. Its non-parametric nature allows for flexibility 
and adaptability, making it a valuable tool in a wide range 
of applications.

The SSA flowchart in Fig. 5 shows two main stages: 
time series decomposition and reconstruction of the desired 

(3)Zt = �t − Θ
1
�t−1 − Θ

2
�t−2 −⋯ − Θq�t−q.

(4)
Zt =Φ1

Zt−1 + Φ
2
Zt−2 +⋯ + ΦpZt−p

+ �t − Θ
1
�t−1 − Θ

2
�t−2 −⋯ − Θq�t−q.

additive constituents. In the decomposition stage, the algo-
rithm first performs embedding, which maps the original 
time series to a sequence of multidimensional lagged vec-
tors using a chosen window length. This forms a trajectory 
matrix. Then, the trajectory matrix undergoes singular value 
decomposition (SVD), which decomposes it into a sum of 
rank-one biorthogonal matrices. In the reconstruction stage, 
the algorithm involves two steps. The first step is group-
ing, where the matrices obtained from SVD are split into 
several groups and then summed up. This representation 
represents the trajectory matrix as a sum of resultant matri-
ces. The second step is diagonal averaging, which trans-
forms the resultant matrix into a time series that represents 
an additive constituent of the initial series. By following 
this procedure, the SSA algorithm decomposes the initial 
time series into several additive constituents. For a more 
in-depth understanding of the mathematical details of the 
SSA technique, researchers can refer to works such as Ghil 
and Vautard (1991), Golyandina et al. (2001), Schoellhamer 
(2001), Ghil et al. (2002), and Hassani (2007). These refer-
ences provide comprehensive explanations and discussions 
on the mathematical aspects of the SSA technique.

The original series, with the length N of the series consid-
ered in the study assuming Z =

[
Z
1
Z
2
⋯ZN

]T , the detailed 
steps of SSA are given as the following subsections:

a.	 Generating the trajectory matrix
	   The window length in SSA, denoted as L (1 < L < N/2), 

is typically determined experimentally and can vary 
depending on the specific problem and prior knowledge 

Fig. 5   Flowchart of the basic SSA architecture  (Source: Cao et  al. 
2019)
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of the time series. There is no universal rule for selecting 
the window length, as it depends on the characteristics 
of the data and the objectives of the analysis. However, 
it is often recommended to choose a window length that 
is a common multiple of 12. The choice of a common 
multiple of 12 is often motivated by the desire to capture 
seasonal patterns or periodicities in the data. By select-
ing a window length that aligns with the seasonal cycle 
(e.g., 12 months for monthly data), the SSA algorithm 
can effectively identify and extract seasonal compo-
nents from the time series. It is important to note that 
the selection of the window length is a subjective deci-
sion and may require some experimentation and domain 
knowledge to find the most appropriate value for a given 
analysis.

The trajectory matrix Z is represented as follows (Gao 
et al. 2020; Yang et al. 2022):

b.	  Singular value decomposition (SVD)
	   Let identify �i(i = 1, 2, … , L) as a singular value. 

Separation of the matrix Z is built to achieve ZZT by 
decomposing the eigenvalue 

(
�
1
≥ … ≥ �L ≥ 0

)
 . 

Z = Z
1
+ Z

2
+⋯ + ZL is expressed from this stage, 

describe as Zi =
√
�iΛiA

T
i
, Ai = ZTΛi

�√
�i . Further, 

Λ = diag
(
�
1
, �

2
,… , �L

)
 is the diagonal matrix and 

Λ
1
, Λ

2
, … , ΛL  is the jth eigenvector (Golyandina and 

Zhigljavsky 2013).
c.	  Restructuring
	   At this stage, using the group of v (number of eigen-

values) group eigenvectors obtained from TDA, a 
v-dimensional hyperplane of Zj vectors is created in an 
L-dimensional space. This process involves determin-
ing the optimal window length, L, and the number of 
principal constituents, v. It is recommended to choose 
a window length that is a multiple of 12. In this pro-
cess, cyclic sorting and series separation techniques are 
applied to each dimension of the window length. Fur-
thermore, the W-correlation matrix is used to identify 
strong relationships among the principal constituents 
(v), which are then grouped together. The hyperplane is 
then decomposed into constituents such as trend, error, 
and cyclical movements. By utilizing these constituents, 
estimation and prediction values can be obtained. It is 
important to note that the choice of window length and 
the determination of principal constituents require care-

(5)Z =

⎡⎢⎢⎢⎣

z
1

z
2

⋯ zN−L+1
z
2

z
3

⋯ zN−L+2
⋮ ⋮ ⋱ ⋮

zL zL+1 ⋯ zN

⎤⎥⎥⎥⎦

ful consideration and may involve trial and error, as well 
as domain knowledge.

CNN (convolutional neural network) method

CNN is a deep learning method widely used for analyzing 
various types of data, including time series data. While 
CNNs are commonly associated with image processing 
tasks, they have also proven to be effective for analyzing 
text, audio, and time series data. When applied to time series 
analysis, CNNs aim to discover intricate relationships, iden-
tify patterns, and extract meaningful features that represent 
these patterns. By utilizing CNNs in time series analysis, 
more accurate predictions can be made, and significant 
changes within the time series can be detected. Several 
studies, such as those conducted by Zhao et al. (2017), Liu 
et al. (2018), and Li et al. (2021), have demonstrated the 
successful application of CNNs in time series analysis. The 
architecture of a CNN involves sequential layers that process 
the input data. These layers typically include convolutional 
layers, activation functions, pooling layers, and fully con-
nected layers. Convolutional layers play a crucial role in 
feature extraction by applying filters to the data, enabling the 
network to recognize patterns and capture important features 
within the time series. Overall, CNNs provide a powerful 
approach for analyzing time series data by leveraging their 
ability to discover complex relationships and extract mean-
ingful features, ultimately leading to improved analysis and 
prediction capabilities.

In earthquake magnitude prediction, a CNN model is uti-
lized to estimate the magnitude of earthquakes. The CNN 
model takes preprocessed or transformed versions of earth-
quake data as input and performs feature extraction opera-
tions on this data. These operations involve applying convo-
lutional filters to the data, enabling the network to identify 
spatial and temporal patterns within the earthquake signals. 
The preprocessed earthquake data can include various types 
of information, such as seismic waveforms, frequency spec-
tra, or spectrograms. By representing the earthquake data in 
these different forms, the CNN model can capture different 
aspects of the seismic signals and extract relevant features.

The multi-layered structure of the CNN allows for the 
extraction of hierarchical representations of the earthquake 
data. The initial layers of the CNN learn lower level features, 
such as edges or corners, while deeper layers learn higher 
level features that capture more complex patterns and cor-
relations. This hierarchical representation learning enables 
the CNN to effectively model the complexity of earthquake 
data. Moreover, the parameters of the CNN, such as the size 
of convolutional filters, the number of filters, and the archi-
tecture of the network, can be customized based on the spe-
cific characteristics of the earthquake data and the desired 
prediction task. By appropriately tuning these parameters, 
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the CNN model can optimize its performance in earthquake 
magnitude estimation. In summary, CNNs provide a pow-
erful framework for earthquake magnitude prediction by 
leveraging their ability to extract features from earthquake 
data and model the underlying patterns. The customizable 
nature of CNNs allows for flexibility in capturing the com-
plexity of earthquake signals, leading to improved accuracy 
in magnitude estimation.

The foundations of the method based on the visual per-
ception ability of living beings were established by LeCun 
et al. (1989), and later developed by LeCun et al. (1998). 
Although various CNN architectures exist in the literature, 
they share similar basic structures, typically comprised of 
three types of layers: convolutional, pooling, and fully con-
nected (Ramanjaneyulu et al. 2018; Gu et al. 2018). The con-
volutional and pooling layers are responsible for extracting 
features from the input data, while the fully connected layer 
aids in classifying these extracted features.

As seen in Fig. 6, a typical CNN structure includes mul-
tiple iterations of convolutional layers, followed by a pool-
ing layer, and finally one or more fully connected layers 
(Yamashita et al. 2018). This layered approach allows the 
network to progressively extract and learn complex features 
from the input data. The convolutional layers apply filters to 
capture patterns and local dependencies in the data, while 
the pooling layers down sample the output, reducing the 
spatial dimensions and extracting the most salient informa-
tion. The fully connected layers connect all the neurons of 
the previous layer to the next layer, enabling classification 
or regression based on the learned features. Overall, CNNs 
have become a widely adopted method due to their ability to 
effectively extract features and learn hierarchical representa-
tions from data. The combination of convolutional, pooling, 
and fully connected layers allows CNNs to capture complex 
patterns and relationships, making them particularly effec-
tive in tasks such as image recognition, natural language 
processing, and, as in the case mentioned, earthquake mag-
nitude prediction.

The input layer of a CNN receives the input information 
in the form of N × k, where k represents the number of vari-
ables in the input time series, and N represents the length of 
each univariate series (Zhao et al. 2017). Following the input 
layer, the convolutional and pooling layers come into play 
as data preprocessing layers. These layers filter the input 
data and extract relevant information to be fed into the fully 
connected layer (Livieris et al. 2020). The convolutional 
layer plays a crucial role in defining the input’s properties. 
It typically involves a combination of linear and nonlinear 
operations, along with an activation function (Yamashita 
et al. 2018). Through various calculations, the convolutional 
layer determines the output based on the input. In addition, 
rectified linear units (ReLUs) are often applied as activa-
tion functions, such as sigmoid, to the output of the previ-
ous layer’s activation. ReLUs help accelerate learning by 
introducing non-linearity (O’Shea and Nash 2015). In short, 
the input layer receives the input data, and subsequent con-
volutional and pooling layers preprocess the data to extract 
important features. These features are then passed on to the 
fully connected layers for further analysis and prediction in 
the CNN architecture.

The pooling layer plays a crucial role in downsampling 
and reducing the complexity of the CNN architecture 
(Albawi et al. 2017; Zhao et al. 2017). It gradually decreases 
the model’s size, effectively reducing the number of param-
eters and computational complexity (O'Shea and Nash 
2015). Among the various pooling operations available, 
Max-pooling is the most widely used method for nonlin-
ear downsampling. Typically, CNNs employ a 2 × 2 filtered 
pooling layer implemented in two steps. Positioned between 
sequential convolutional layers, the pooling layer helps cap-
ture important features while reducing spatial dimensions 
(Ramanjaneyulu et al. 2018). Importantly, pooling layers 
do not contain any learnable parameters (Yamashita et al. 
2018). Following the pooling layers, the fully connected 
layer comes into play. This layer establishes direct connec-
tions with all activations from the previous layer, similar 

Fig. 6   Flowchart of the basic 
CNN architecture (O'Shea and 
Nash 2015)
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to traditional neural networks (Albawi et al. 2017; Raman-
janeyulu et al. 2018). Acting as a classification layer, it 
processes the features learned from the convolutional and 
pooling layers, transforming them into a format suitable for 
prediction or classification (Yang and Li 2017). To enhance 
the performance of the CNN architecture, ReLU activation 
functions can be employed between these layers. However, 
one drawback of the fully connected layer is that it often 
contains a significant number of parameters, requiring com-
putational resources for processing (Albawi et al. 2017).

LSTM (long short‑term memory) method

The LSTM neural network, a variant of recurrent neural 
networks (RNN), has gained significant attention since its 
introduction by Hochreiter and Schmidhuber (1997). Over 
the years, researchers have proposed various approaches to 
enhance the LSTM model, leading to its widespread appli-
cation in time series prediction problems (Cho et al. 2014; 
Gers and Schmidhuber 2000; Graves and Schmidhuber 2005; 
Schmidhuber et al. 2007; Zaremba et al. 2014; Yu et al. 2019). 
Its importance in earthquake magnitude prediction is evident 
through its utilization in fields such as earthquake risk assess-
ment, disaster management, and structural design. In time 
series forecasting, it is crucial to consider not only the latest 
data but also the previous data to capture dependencies and 
patterns (Cao et al. 2019). While traditional RNN models, 
such as Elman (1990), can handle long-term dependencies, 
they often face challenges due to the issue of vanishing gra-
dients, which can hinder or even halt the learning process. 
LSTM addresses this problem by incorporating memory cells 
that store relevant information and gates that control the flow 

of information, making it more effective than classic RNNs 
(Livieris et al. 2020).

The core idea behind LSTM lies in its cell state and gate 
structure (Zha et al. 2022). Each LSTM unit consists of three 
primary gates: an input gate that determines whether new input 
should be allowed, a forget gate that discards irrelevant infor-
mation, and an output gate that regulates the information to 
be passed forward (Livieris et al. 2020; Siami-Namini et al. 
2019). The cell state, represented by a horizontal line passing 
through the LSTM unit, carries information throughout the 
network (Yadav et al. 2020). The overall structure of LSTM 
is illustrated in Fig. 7. To summarize, LSTM’s ability to cap-
ture long-term dependencies, store relevant information in 
memory cells, and regulate the flow of information through 
gates makes it a powerful tool for modeling time series data, 
including earthquake magnitude prediction.

(i) The Input Gate: The input gate in LSTM plays a crucial 
role in deciding whether to incorporate new information into 
the memory. It consists of two key components: a sigmoid 
layer and a tanh layer. The sigmoid layer computes the values 
between 0 and 1, representing the significance of each element 
to update. On the other hand, the tanh layer generates a vector 
of potential new values that could be added to the memory. 
The outputs of sigmoid and tanh layers are, respectively, cal-
culated as follows:

Here, it determines whether the value should be updated 
and c̃t specifies a vector of new candidate values to be added 

(6)it = �
(
Wih

[
ht−1

]
+Wix

[
Xt

]
+ bi

)
,

(7)c̃t = tanh
(
Wch

[
ht−1

]
+Wcx

[
Xt

]
+ bc

)
.

Fig. 7   Flowchart of a basic 
LSTM architecture (Dobilas 
2022)
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to LSTM memory. The sigmoid function � squashes the val-
ues between 0 and 1, while the tanh function (tanh) ensures 
that the values lie between − 1 and 1. The outputs of the sig-
moid layer and the tanh layer are then combined to compute 
the new information that will be added to the memory cell:

Here, ⊙ denotes element-wise multiplication, and ft rep-
resents the forget gate output. The forget gate determines 
how much of the previous memory cell state should be 
retained.

(ii) The Forget Gate: The forget gate in LSTM is respon-
sible for determining the relevant information to retain from 
the LSTM memory. It makes this decision by considering 
the values of ht−1 and Xt . The output of the gate is denoted 
as ft and lies between 0 and 1. A value of 0 signifies that the 
corresponding information should be completely discarded, 
while a value of 1 indicates that the information should be 
retained. The calculation for the output of the forget gate is 
as follows:

Here, Wfx
 and Wfh

 are weight matrices, and bf  is the bias 
term associated with the forget gate. The sigmoid function � 
squashes the input values between 0 and 1, determining the 
extent to which the information should be forgotten.

The output of the forget gate ft is then used to modulate 
the previous memory cell state ct−1 . It performs element-
wise multiplication (⊙) with ct−1 to determine which infor-
mation to retain and which to forget:

By applying this forget gate mechanism, the LSTM can 
selectively retain important information from previous time 
steps while discarding irrelevant or outdated information. 
This adaptive memory management enables the LSTM to 
effectively capture long-term dependencies in time series 
data and make accurate predictions.

(iii) The Output Gate: This gate plays a crucial role in 
determining which portion of the LSTM memory contrib-
utes to the final output. It starts by utilizing a sigmoid layer 
to determine the extent of contribution. Subsequently, a non-
linear tanh function is employed to map values within the 
range of -1 to 1. Finally, the result is multiplied by the output 
of a sigmoid layer. The operations involved in this process 
can be expressed as

(8)ct = ft ⊙ ct−1 + it ∗ �ct.

(9)ft = �
(
Wfh

[
ht−1

]
+Wfx

[
Xt

]
+ bf

)
.

(10)ct = ft ⊙ ct−1.

(11)ot = �
(
Woh

[
ht−1

]
+Wox

[
Xt

]
+ bo

)
,

(12)ht = ot ⊙ tanh
(
ct
)
.

Here, it is the vector of the input gate, ft is the vector of 
the forget gate, ot is the output gate, c̃t is the vector of the 
candidate values added to the new cell state, and ct is the 
vector of the memory cell. Wi , Wf  , Wo and Wc are weight 
matrices and bi , bf  , bo and bc are bias vectors. � denotes the 
sigmoid function and finally, ht is the output matrix. The 
final output ht is the result of element-wise multiplication 
between the output gate ot and the hyperbolic tangent of the 
current memory cell state (ct) . This output represents the 
information that the LSTM model decides to pass on to the 
subsequent time step or use for prediction (Siami-Namini 
et al. 2019).

Results

We created a homogenized earthquake catalog specifically 
for the region of Turkey, focusing on earthquakes with mag-
nitudes equal to or greater than Mw ≥ 3. The selected region 
spans from 35 to 42° N latitude and 23 to 32° E longitude. 
To predict earthquake magnitudes, we utilized the monthly 
average magnitudes from this catalog. To accomplish this, 
we constructed a time series dataset and performed various 
tasks such as modeling the time series, conducting explora-
tory analysis, and carrying out prediction processes. These 
tasks were executed using the “Rssa”, “forecast”, “Tensor-
Flow”, and “Keras” packages, which are popular and widely 
used open-source software environments for statistical com-
puting and graphics in both R and Python. By leveraging 
these tools and methodologies, we aimed to gain insights 
into the earthquake magnitudes and develop predictive mod-
els to forecast future magnitudes. This approach enabled us 
to analyze and interpret the patterns and dynamics of earth-
quake magnitudes in the designated region of Turkey, ulti-
mately contributing to a better understanding and assessment 
of seismic activity in the area.

In this study, we use the monthly average of earthquake 
magnitudes since it is a commonly used tool in time series 
analysis, providing a general overview of seismic activity 
and helping assess earthquake risk. Taking the monthly aver-
age in a time series helps provide a summary of seismic 
activity during a specific period and enables the observa-
tion of longer-term trends or changes. Earthquake data in a 
time series can often be noisy and subject to instantaneous 
fluctuations. The monthly average can be used to smooth out 
these fluctuations, allowing us to see a more stable underly-
ing trend. Furthermore, in certain regions, seismic activity 
may vary seasonally. The monthly average can be used to 
identify seasonal variations. For example, some areas may 
experience more earthquakes during the winter months. This 
information is important for assessing earthquake risk and 
preparedness strategies. The monthly average can also help 
observe long-term trends. Over a large time, span (years 
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or decades), changes in monthly average magnitudes can 
assist in determining a long-term increase or decrease in 
earthquake activity in a specific region. Monthly average 
magnitudes may also be more suitable for other statistical 
analysis. They can be used to assess trends, variances, or 
other statistical properties and to develop models.

The time series plot in Fig. 8 displays the monthly aver-
age earthquake magnitudes. From the graph, we observe that 
the series does not exhibit a distinct trend between 1970 
and 1980. However, it demonstrates a declining pattern from 
1980 to 1990.

ARIMA model

The ACF and PACF graphs, displayed in Fig. 9, offer a more 
comprehensive analysis of the series. These graphs are use-
ful in identifying the suitable model for the ARIMA method. 
In this case, Fig. 9 indicates the presence of a trend in the 
series, which can provide valuable insights for further mod-
eling and forecasting.

The graph displayed in Fig. 10 represents the first differ-
ence of the series, along with the corresponding ACF and 
PACF. This graph reveals that the series becomes trend-free 
and stationary after taking the first difference. Consequently, 
we determine that the parameter d should be set to 1, as it 
achieves stationarity. Upon examining the graphs in Fig. 10 
to determine the appropriate values for the p and q param-
eters, we observe that the correlation decreases significantly 
between the first and second lags in the ACF graph, whereas 
the decrease in the PACF graph is less pronounced. This 
observation suggests that the model is a Moving Average 
(MA) model with p = 0. To determine the value of the q 
parameter, we need to assess the significance of the relation-
ships in the initial lags depicted in the ACF graph. Since 
only the relationship at the first lag appears to be signifi-
cant in the ACF graph, we set q = 1. Hence, in the initial 
stage, the most suitable model for the series is identified as 
ARIMA (0,1,1). The results for the ARIMA (0,1,1) model 
are presented in Table 2.

Table 2 presents the estimation results for the ARIMA 
(0,1,1) model. The estimated coefficient for the MA1 term 

Fig. 8   Time series graph of monthly average earthquake magnitude series

Fig. 9   The ACF (left side) and PACF (right side) graphs of the monthly average earthquake magnitude series
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is − 0.8218, with a standard deviation of 0.0235. The cor-
responding z-value is − 34.9751, and the P-value is approxi-
mately 0, indicating that the MA1 term is statistically signifi-
cant. Hence, the selected model is considered suitable for the 
series. In addition, the Akaike Information Criterion (AIC) 
value is − 354.77, and the Bayesian Information Criterion 
(BIC) value is − 341.53. By testing various alternative mod-
els, it was determined that the ARIMA (0,1,1) model exhib-
its the most favorable AIC and BIC values for the series. 
Consequently, based on the results presented in Table 2, the 
model for the monthly average earthquake magnitude series 
is derived as follows:

SSA model

The first step in determining the optimal model in the SSA 
method involves setting a window length. The window 
length (L) should be chosen in proportion to the size (T) of 
the cyclic component. In the case of monthly data, where 
T = 12, the window length should be a multiple of 12. In 
long-term series, the maximum value for L is typically 
N/2. In our study, the dataset size is N = 612, so a value of 
L = 12 M is determined, where M is an integer. Figure 11 
displays the plots for the W-correlation matrix.

The W-correlation matrix plays a crucial role in determin-
ing the window length and identifying the principal con-
stituents, namely the essential rebuild constituents matrix. 
When two reconstructed core constituents (v) exhibit a high 
correlation, it indicates a strong relationship between them. 

(13)Zt = Zt−1 − 0.0014 + et + 0.8218et−1.

Figure 11a to d display the correlation matrices, illustrat-
ing that the relationships become stronger as the L value 
increases. Consequently, a window length of 240 is chosen. 
Figure 11e to h indicates that the most significant values 
of the principal constituents are observed at 12. Hence, the 
optimal model is determined with the parameters L = 240 
and v = 12. The resulting SSA (240.12) model estimates 
the three constituents through the separation process, as 
depicted in Fig. 12a to c. These constituents represent the 
trend, seasonal, and error components, respectively.

As anticipated, the error constituent is characterized by 
values close to zero. Subsequently, the predicted values of 
all constituents are combined through an integrated rebuild-
ing process, as described in the diagnostic test conducted in 
“The diagnostic test of models”.

CNN model

The primary objective of using CNN in time series analysis 
is to uncover intricate relationships within the data, identify 
patterns, and extract relevant features that represent those 
patterns. By applying the CNN method to our dataset, which 
comprises the temporal changes of earthquake magnitudes, 
we can emphasize features such as trends, seasonality, and 
fluctuations in the series. The analysis of our dataset using 
the CNN method involves the following steps:

•	 Step 1 (data preparation): The dataset is divided into 70% 
training data and 30% test data, and Min–Max normaliza-
tion is applied.

•	 Step 2 (model architecture): The activation function 
ReLU is utilized, and a max pooling method with a stride 
of 2 is applied in the pooling layer.

•	 Step 3 (training process): The training data are processed 
with 1000 epochs, a batch size of 32, and an optimization 
algorithm using mean squared error as the loss function.

•	 Step 4 (results): Predictions, forecasts, and confidence 
intervals are computed.

Fig. 10   First-order difference ACF (left side) and PACF (right side) graphs of the monthly average earthquake magnitude series

Table 2   The results for the ARIMA (0,1,1) model

Estimation Standard Error Z-value P-value

MA1 − 0.8218497 0.0234982 − 34.9751  < 0.00
Constant − 0.0014418 0.0013076 − 1.1026 0.2702
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It is important to highlight that CNN does not depend 
on the traditional assumptions of statistical model validity. 
Instead, these methods are guided by data-centric learn-
ing principles and aim to investigate complex relationships 
within the data. Their focus is on uncovering patterns and 
extracting meaningful features from the data rather than con-
forming to specific statistical assumptions.

LSTM model

LSTM, as a deep learning method, is well suited for captur-
ing time-dependent structures by analyzing past observa-
tions in a time series. In the case of earthquake data, which 
exhibit repeating patterns due to tectonic features, LSTM 
can effectively capture the relationships between past and 
present earthquake occurrences. Its ability to learn hidden 
patterns and relationships within the data enables it to make 
predictions for future time steps (Lakshmi and Tiwari 2009). 
The analysis steps for applying the LSTM method to our 
earthquake dataset are as follows:

•	 Step 1 (data preparation): The dataset is divided into 
70% training data and 30% test data. Then, Min–Max 

normalization is applied to ensure that the data falls 
within a specific range.

•	 Step 2 (model architecture): The LSTM model employs 
the activation function Tanh and the parameter “return_
sequences = True”, allowing it to preserve the sequence 
of outputs.

•	 Step 3 (training process): The training data are pro-
cessed using an optimization algorithm, such as 
stochastic gradient descent, with an epoch number 
of 1000. The batch size is set to 128, and the mean 
squared error is chosen as the loss function.

•	 Step 4 (results): The trained LSTM model can then be 
used to generate predictions, forecasts, and confidence 
intervals for future time steps.

Deep learning methods, including LSTM, operate on 
the principle of automatically extracting high-level fea-
tures from the data and making predictions based on these 
features. Unlike the CNN method, the LSTM method does 
not require any specific assumptions for its validity, as it 
relies on the data-driven learning approach to uncover pat-
terns and relationships in the time series data.

Fig. 11   Plots for W-correlation matrix
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Fig. 12   Graphs for the trend, seasonal and error constituents of the series
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The diagnostic test of models

Performing diagnostic tests is a crucial step in time series 
modeling. Therefore, in this subsection, we present a 
graphical comparison of the forecast values generated by 
the ARIMA, SSA, CNN, and LSTM models, along with 
the original series. In addition, we analyze the ACF and 
PACF of the error series.

Figure 13 displays the graph of the original series and 
the forecast series generated by the ARIMA model. This 
graph allows for a visual assessment of the performance 
of the ARIMA model in capturing the patterns and trends 
present in the original series.

Figure 14 depicts the graph of the original series and the 
forecast series generated by the SSA model. From Fig. 14, 
it can be observed that the forecasted components align 
well with the trend of the earthquake magnitude series. 
The SSA model successfully captures the fluctuations and 

variations within the series, particularly during the period 
from 1970 to 1990.

Figures 13 and 14 demonstrate a notable alignment in 
the trend between the earthquake magnitude series and the 
prediction series generated by the ARIMA and SSA models, 
respectively. However, further analysis is required to assess 
the accuracy of these predictions. To this end, the ACF 
and PACF graphs of the errors from the ARIMA model, 
as depicted in Fig. 15, are provided. These graphs allow 
us to examine the autocorrelation and partial autocorrela-
tion of the residuals, providing insights into any remaining 
patterns or correlations in the model's errors. The ACF and 
PACF graphs displayed in Fig. 15 indicate that the error 
series exhibits characteristics of a white noise process. This 
implies that the ARIMA (0, 1, 1) model is statistically valid 
and reliable for modeling the monthly average earthquake 
magnitude series. These findings validate the suitability of 
the chosen model for accurately capturing the underlying 
patterns and dynamics of the data.

Fig. 13   The graph of original series and ARIMA forecast series

Fig. 14   The graph of original series and SSA forecast series
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Figures 16 and 17 depict the graphs of the original 
series alongside the prediction series generated by the 
CNN and LSTM models. It is evident that the CNN and 

LSTM predictions exhibit a stronger agreement with 
the magnitude series compared to the ARIMA and SSA 
predictions. The CNN and LSTM models successfully 

Fig. 15   The ACF (left side) and PACF (right side) graphs for the errors of the generated ARIMA model

Fig. 16   The graph of original series and CNN forecast series

Fig. 17   The graph of original series and LSTM forecast series
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capture the fluctuations and variations in the magnitude 
series, with LSTM showing a remarkable alignment with 
the original series. These results highlight the superior 
performance of CNN and LSTM in accurately capturing 
the underlying patterns and dynamics of the earthquake 
magnitude series.

Figure 17 displays the mean squared error (MSE) val-
ues obtained in each iteration using the Loss function, 
which serves as a measure of the performance of the CNN 
and LSTM models during the training process. The MSE 
values provide insight into the accuracy and effectiveness 
of the models in minimizing the differences between the 
predicted and actual values of the earthquake magnitude 
series.

It can be observed in Fig. 18 that the CNN method 
begins with a higher initial MSE value compared to the 
LSTM method. However, as the training progresses, both 
models exhibit a convergence behavior, with the LSTM 
method quickly reaching a lower MSE value. This sug-
gests that the LSTM model is able to learn and capture the 
patterns in the earthquake magnitude series more effec-
tively, resulting in better predictive performance.

Table 3 presents the calculated values of mean absolute 
error (MAE), mean squared error (MSE) and coefficient 
of determination (R2) to compare the performance of the 
four methods used in the study. A smaller MAE indicates 
better predictive performance, while MSE provides a 
more precise measure that emphasizes large errors. R2, on 
the other hand, represents how well the prediction model 
describes the dataset, with a value closer to 1 indicating 
a better fit.

Based on these values in Table 3, it is evident that the 
LSTM method achieves the most accurate estimations of 
the original series.

Forecasts of earthquake magnitude

Once the suitable models were determined using the 
ARIMA, SSA, CNN, and LSTM methods, the forecast val-
ues obtained from these models are presented in Table 4.

Based on the forecast values obtained from the ARIMA 
model in Table 4, it is projected that the monthly average 
earthquake magnitudes will be 3.8 in 2021, 3.7 in 2022, and 
3.7 in 2023. The SSA model predicts a gradual increase in 
the monthly average magnitudes, ranging from 3.7 to 4.1 
over the 3-year period. In contrast, both the CNN and LSTM 
models anticipate consistent average magnitudes for the 3 
years, with values of 3.8 and 3.6, respectively. These fore-
casts provide insights into the expected trends and patterns 
in earthquake magnitudes, highlighting the varying predic-
tions obtained from the different models employed in the 
analysis.

The forecast values for 36 periods are presented in 
Table 4, and Figs. 19, 20, 21, and 22 display the corre-
sponding graphs comparing the forecasted values with the 
original series. These visual representations allow for a 
clearer understanding of the predicted trends and patterns 
in the data. The forecast values provide valuable insights 
into the future behavior of the time series and facilitate 

Fig. 18   Loss versus iterations (epoch) graph for the CNN (left side) and LSTM (right side)

Table 3   The model selection criteria values

Model Criteria

MAE MSE R2

ARIMA 0.1264 0.0324 0.844
SSA 0.1074 0.0229 0.888
CNN 0.1283 0.0300 0.864
LSTM 0.0618 0.0100 0.963
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Table 4   The forecast values of 
earthquake magnitudes from the 
models

Year Month 1 2 3 4 5 6 7 8 9 10 11 12

2021 ARIMA 3.778 3.776 3.775 3.773 3.772 3.771 3.769 3.768 3.766 3.765 3.764 3.762
SSA 3.735 3.827 3.842 3.750 3.760 3.910 3.982 3.890 3.831 3.916 3.981 3.908
CNN 3.963 3.652 3.842 3.860 3.950 3.686 4.038 3.511 3.707 3.712 3.858 3.889
LSTM 3.526 3.568 3.532 3.542 3.596 3.609 3.600 3.589 3.661 3.713 3.704 3.622

2022 Month 1 2 3 4 5 6 7 8 9 10 11 12
ARIMA 3.761 3.759 3.758 3.756 3.755 3.754 3.752 3.751 3.749 3.748 3.747 3.745
SSA 3.851 3.934 4.015 3.951 3.870 3.934 4.041 4.023 3.956 4.001 4.094 4.067
CNN 3.728 3.837 3.863 3.574 4.024 3.634 3.826 3.868 3.892 3.668 4.068 3.620
LSTM 3.663 3.683 3.699 3.746 3.679 3.682 3.654 3.593 3.606 3.556 3.585 3.522

2023 Month 1 2 3 4 5 6 7 8 9 10 11 12
ARIMA 3.743 3.742 3.740 3.739 3.738 3.737 3.735 3.734 3.732 3.731 3.730 3.728
SSA 3.969 3.976 4.066 4.072 4.001 4.017 4.125 4.156 4.078 4.046 4.107 4.121
CNN 3.917 3.485 3.696 3.843 3.873 3.582 4.038 3.664 4.176 3.775 4.264 3.829
LSTM 3.494 3.551 3.508 3.616 3.623 3.598 3.550 3.557 3.588 3.600 3.692 3.667

Fig. 19   The graph for the original and ARIMA forecast series

Fig. 20   The graph for the original and SSA forecast series
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decision-making processes based on the anticipated magni-
tudes of future earthquakes.

Based on the obtained results, it is predicted that there 
will be no significant increase or decrease in the monthly 
average earthquake magnitudes over the course of 3 years, 
according to all the methods employed. Regarding the pre-
diction intervals, the ARIMA method provides forecasts 
with a wider range, whereas the SSA method yields fore-
casts with values that are relatively closer. In addition, the 
CNN method produces monthly average forecasts charac-
terized by sudden fluctuations, whereas the LSTM method 
generates forecasts with larger fluctuations spanning several 
years. These findings shed light on the different characteris-
tics and strengths of each method in predicting earthquake 
magnitudes.

ARIMA, SSA, CNN and LSTM models have not been 
used for the Aegean seismicity studies. Therefore, it is not 

possible to directly compare the results of this study with 
previous time series models employed in Aegean seismicity 
studies. However, it is worth mentioning that there are other 
studies in the literature that have explored the application of 
these models in predicting earthquake magnitudes. These 
studies may provide valuable insights and serve as references 
for future research in the field. Indeed, several studies in the 
literature have demonstrated the effectiveness of ARIMA, 
CNN, and LSTM models in predicting earthquake magni-
tudes and occurrences.

Shishegaran et al. (2019) conducted a study using earth-
quake events along the Zagrous fault from 2009 to 2018, 
specifically focusing on magnitudes greater than 2.5. Their 
results demonstrated that the ARIMA model is an effec-
tive tool for predicting earthquake magnitudes. Todelo 
et al. (2019) utilized an ARIMA (1, 0, 6) model to fore-
cast the future occurrences of earthquakes within different 

Fig. 21   The graph for the original and CNN forecast series

Fig. 22   The graph for the original and LSTM forecast series
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magnitude ranges for the years 2018 to 2022. Their findings 
revealed that the highest count of earthquake occurrences, 
specifically in the magnitude level of 5.0–5.9, is expected 
in the year 2022, with an estimated number of 1580 occur-
rences. This highlights the effectiveness of the ARIMA (1, 
0, 6) model in predicting earthquake occurrences. Yuan 
et al. (2022) obtained optimal prediction models for various 
magnitude thresholds in the Longmen Mountain fault zone, 
situated on the eastern edge of the Qinghai Tibet Plateau. 
Specifically, they found the ARIMA (10, 2, 1) × (0, 1, 1)20 
model suitable for series with magnitudes greater than or 
equal to 2.5, the ARIMA (8, 2, 1) × (0, 1, 1)40 model for 
magnitudes greater than or equal to 3.0, and the ARIMA 
(1, 2, 3) × (0, 1, 1)3 model for magnitudes greater than or 
equal to 4.5. These results further support the applicability 
of the ARIMA model in earthquake prediction for specific 
fault zones. Fuentes et al. (2022) proposed a parallel neural 
network model based on CNN and LSTM in their study. 
They utilized accumulated shell velocity and density data 
as inputs to estimate the daily mean and predict the average 
number of seismic events in Chile. By employing data from 
the last 20 days, they obtained forecasts for the following 
day. The proposed method achieved favorable results, with 
MSE, MAE, and R2 values of 0.03, 0.03, and 0.81, respec-
tively, indicating the success of their CNN and LSTM-based 
approach. In another study by Nicolis et al. (2021), LSTM, 
CNN, and Algae Type Aftershock Sequences (ETAS) 
methods were employed to estimate seismic velocity and 
predict the number and location of future seismic events in 
Chile. They categorized the size of the Chilean catalogue to 
develop a model based on LSTM and CNN, and compared 
the performance using MAE, MSE, and R2 values.

Deep learning methods, LSTM and CNN, have proven to 
be successful in earthquake prediction, considering factors 
such as spatial–temporal relationships, image data, earth-
quake signals, and seismic indicators. LSTM and CNN 
deep learning methods are heavily involved in earthquake 
prediction, taking into account different situations such as 
the spatial–temporal relationship of earthquakes in different 
regions, image data, earthquake signals and seismic indica-
tors (Wang et al. 2017; Huang et al. 2018; Al Banna et al. 
2021; Bhandarkar et al. 2019; Mousavi and Beroza 2020; 
Nicolis et al. 2021). Overall, the literature demonstrates the 
effectiveness of ARIMA, CNN, and LSTM models in earth-
quake magnitude and occurrence prediction, highlighting 
their success in various scenarios and regions.

Conclusion

Earthquakes are natural disasters that can result in sig-
nificant damage and loss of life worldwide. The existing 
measures to mitigate the consequences of earthquakes are 

often inadequate, as the exact timing and magnitude of 
these events are unpredictable. Therefore, accurate earth-
quake forecasts are crucial for effective preparedness and 
response efforts. Time series analysis is a practical and 
commonly employed method for predicting future events, 
making it particularly relevant in the context of earthquake 
magnitude estimation.

The study focused on analyzing earthquake magnitude 
data obtained through the Scientific and Technological 
Research Council of Turkey (TUBITAK) ARDEB 1001 
program [Project number: 121F208]. In this study, we 
focused on analyzing earthquake magnitudes in the Aegean 
region of Turkey, along with a 200 km buffer zone. This 
specific area has not been extensively investigated using 
ARIMA before, emphasizing the novelty and importance 
of our research. Then, we employed the singular spectrum 
analysis (SSA) technique, which has not been commonly 
utilized for earthquake magnitude prediction in Turkey's 
earthquake catalogs. By applying these methodologies, 
we aimed to contribute to the understanding and predic-
tion of earthquake magnitudes in the region. In time series 
analysis, calculating the monthly average allows us to gain 
insights into seismic activity over specific time periods 
and facilitates the identification of long-term patterns or 
variations. The raw earthquake data in a time series often 
exhibit random fluctuations and noise, which can make it 
challenging to observe underlying trends. By calculating 
the monthly average, we can reduce the impact of these 
instantaneous fluctuations, resulting in a smoother rep-
resentation of the overall seismic activity and enabling a 
clearer understanding of the underlying trend over time. 
Therefore, the monthly average earthquake magnitudes 
have been used for the ARIMA and SSA models.

The monthly average earthquake magnitudes are also uti-
lized to compare deep learning methods, namely long short-
term memory (LSTM) and conventional neural network 
(CNN), with ARIMA and SSA methods. In this study, we 
decide to use ARIMA and SSA methods as baseline models 
that can help evaluate the performance of more advanced 
techniques such as machine learning or deep learning models 
and we conduct deep learning model in the revised paper. In 
this way, ARIMA and SSA models provide reference points 
to assess the effectiveness of newer methods. Among the 
various models examined, the LSTM method demonstrated 
the best estimations for the series. In the analysis of the data, 
the classical time series method ARIMA was employed, and 
it was observed that there would be no significant change in 
the monthly average earthquake magnitudes over the next 
36 periods. Moving forward, the study incorporated the use 
of the non-parametric method SSA, known for its effective-
ness in analyzing magnitude data. The most suitable model 
identified for the series was SSA (240,12). According to 
the estimated values obtained from this model, there is an 
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expectation of a slight increase in the monthly average earth-
quake magnitudes between 2021 and 2023.

Lastly, the study delved into the application of deep 
learning methods, specifically CNN and LSTM, which 
have proven to be effective in earthquake research. Through 
experimentation, the most accurate results were obtained 
using specific configurations such as batch size = 32, epoch 
number = 1000, and specific activation functions for both 
CNN and LSTM models. The findings suggest that there 
will be no significant changes in the monthly average earth-
quake magnitudes from 2021 to 2023, as indicated by both 
the ARIMA and SSA methods. However, the CNN method 
predicts periodic ups and downs, while the LSTM method 
indicates larger fluctuations in earthquake magnitudes dur-
ing the same period.

The significance of this study lies in its potential to 
enhance our ability to forecast earthquake magnitudes 
accurately. This, in turn, can facilitate the implementation 
of proactive measures to mitigate the impact of earthquakes 
and reduce potential damages. By utilizing ARIMA, SSA 
and exploring new techniques such as LSTM and CNN, we 
hope to provide valuable insights into earthquake prediction 
in the Aegean Region of Turkey.
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