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A B S T R A C T

A key step in computational pathology is to automate the laborious process of manual nuclei segmentation
in Hematoxylin and Eosin (H&E) stained whole slide images (WSIs). Despite lots of efforts put forward by
the researchers to develop automated nuclei segmentation methodologies in the literature, the segmentation
performance is still constrained due to several challenges, including overlapping and clumped nuclei, scanners
with different resolutions and nuclei with varying sizes and shapes. In this paper, we introduce an imbalance-
aware nuclei segmentation methodology to deal with class imbalance problems in H&E stained histopathology
images. The introduced methodology involves the following improvements: (1) the design of a preprocessing
stage with a variety of resize-split, augmentation and normalization techniques, and (2) an enhanced
lightweight U-Net architecture with a generalized Dice loss layer. To prove its effectiveness and efficiency,
a comprehensive experimental study is carried out on a well-known benchmark, namely the MonuSeg2018
dataset. According to the results, the proposed methodology outperforms various recently introduced studies
in terms of well-known evaluation metrics, such as Aggregated Jaccard Index (AJI) and Intersection of Union
(IoU).
1. Introduction

Nuclei segmentation is of importance from a biological perspective.
DNA content, chromatin condensation and nucleus morphology are
among the valuable information provided by this method [1]. Studies
of cell cycles or mutations in cancer-related proteins can be carried
out using this information. However, several factors contribute to the
difficulty of nuclei segmentation, such as cell overlap, image noise, and
non-uniform conditions for the acquisition and preparation of images.

Manual nuclei segmentation requires clinical experience, is time-
consuming, and is prone to human error [2]. Consequently, automatic
image analysis methods have been developed to reduce the workload
of humans and overcome subjective interpretation. There are a lot of
conventional methods for detecting nuclei and segmenting them. The
most common way is to use thresholding methods in conjunction with
watershed algorithms. However, conventional methods are complicated
by a variety of factors. For instance, they require manual parameter
tuning, become highly specific for certain types of images, and degrade
in performance with noise. In recent years, deep learning has become
a state-of-the-art method, as it enhances performance in many medical
applications. As compared with conventional methods for segmenting
nuclei, deep learning methods have a higher generalization capacity,
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can provide more meaningful features from images and are more robust
to noise. As a result, various methods for nuclei segmentation based on
deep learning have been proposed over the years. However, the task of
nuclei segmentation still remains an active research field [3].

The study of deep learning is advancing rapidly, resulting in the
development of new architectures at an accelerated rate. Furthermore,
after recognizing the importance of nuclei segmentation, several meth-
ods have been introduced to deal with this issue, most of which
rely on a simple architecture: U-Net [4]. The U-Net architecture is
the most commonly used for segmenting medical images. As part of
the Cell Tracking Challenge in 2015, this architecture was developed
specifically for biomedical image segmentation. U-Net has similar char-
acteristics with fully convolutional networks (FCN) [5]; however, it has
a symmetric architecture with more up-sampling layers. In particular,
U-Net gets its name from the U-shaped architecture it has in its design.

1.1. Literature review

The U-Net architecture has received a lot of attention for the task
of nuclei segmentation in the literature due to its diverse structure and
promising results. In other words, U-Net has a flexible architecture that
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allows for various modification, resulting successful performance in a
variety of biomedical applications. Due to the motivation of our study,
we will focus on especially the studies of U-Net proposed for nuclei
segmentation from histopathology images in this section.

Zhou et al. [6] retrofitted the standard U-Net architecture with a
series of nested and dense skip connections for robust biomedical image
segmentation. So-called U-Net++, the resulting architecture aimed to
maximize the similarity between the feature maps of the encoder and
decoder subnetworks by semantically enriching the feature maps of
the encoder before merging them with the corresponding ones from
the decoder, thus facilitating the learning process in the architecture.
Although the proposed architecture outperformed the standard U-Net
in biomedical image segmentation, especially in nuclei segmentation, it
was observed to have a high computational cost. Li et al. [7] used dis-
tance mapping in their study to increase the success rate of overlapping
nuclei segmentation. The architecture proposed in the study uses a dual
branch decoder: a classification branch for boundary segmentation and
a regression branch for distance mapping. In the final, the outputs of
these two decoder branches are merged through convolutional fusion
layers to produce segmentation masks. As in Li et al. [7], Mahbod
et al. [8] used U-Net for both classification and distance mapping.
Differently from Li et al. [7], they used separate U-Nets for both classi-
fication and distance mapping and applied the Gaussian smoothing and
watershed algorithms for the last fusion step. In terms of the F1-Score
obtained on the MoNuSeg2018 test subset, the proposed architecture
outperformed Li et al. [7]. Kong et al. [9] applied two connected
stacked U-Net models, where cross-entropy and focal loss metrics were
applied to address overlapping nuclei. Furthermore, four parallel back-
bones and an attention mechanism were used in their models. Zhang
et al. [10] proposed a low-cost U-Net (LCU-Net) architecture for envi-
ronmental microorganism image segmentation based on the U-Net and
Inception architectures. Additionally, they applied a dense conditional
random field (CRF) for post-processing. Vahadane [11] introduced an
attention U-Net architecture which uses a dual encoder architecture
to encode attention prior information and an attention skip module
to extract high-quality features. However, the AJI score obtained by
this architecture was very low for the MonuSeg2018 dataset. Kiran
et al. [12] introduced a modified U-Net architecture based on dense and
atrous blocks. While atrous blocks were used to reduce the semantic
gap between the encoder and the decoder, dense blocks were used to
increase the weight of the information in the last layers at the encoder
part. In another study, Yildirim et al. [2] investigated the effect of
normalization on nuclei segmentation through the U-Net variants. More
information concerning deep nuclei segmentation can be found in [13].

1.2. Contributions

As described in the previous section, a variety of U-Net-based ar-
chitectures have been proposed to deal with nuclei segmentation in
Hematoxylin and Eosin (H&E) stained histopathology images. It is
evident from the aforementioned studies that U-Net is capable of seg-
menting neuronal structures successfully. It uses an encoder–decoder
architecture with skip connections that allow information to be sent
toward the decoder; furthermore, it works well with the limited train-
ing datasets. However, the U-Net-based studies have not come to an
end since the segmentation performance is still constrained due to the
several challenges, including overlapping and clumped nuclei, scanners
with different resolutions and nuclei with varying sizes and shapes.

This study develops a deep nuclei segmentation methodology for
H&E stained histopathology images. The main contributions of the
methodology are as follows: (1) the design of a preprocessing stage,
involving resize-split, stain normalization and data augmentation tech-
niques, (2) the integration of a generalized Dice loss layer in the
U-Net architecture, and (3) a simple redesign of the U-Net architec-
ture. Through the newly designed preprocessing stage, it is aimed to
2

enhance the model training, yielding a generalized model for nuclei
segmentation. Furthermore, through the generalized Dice loss layer,
the methodology can avoid class imbalance problems between fore-
ground and background during the model training without assigning
loss weights to patterns of different classes. And lastly, the training
process can be completed within a reasonable amount of time due to
the simplified U-Net architecture. In order to verify the effectiveness
and efficiency of the developed methodology, a comprehensive experi-
mental study is performed on the MonuSeg2018 dataset, known as the
most popular benchmark for nuclei segmentation task from the H&E
stained images. According to a number of experiments, the developed
methodology provides much more better segmentation results than
a variety of recent studies in the literature from the perspective of
different criteria.

The remainder of the paper is as follows. Section 2 provides a
general knowledge concerning the dataset and briefly describes the
methods used in the methodology. Section 3 defines the experiment
design and presents the experimental results with discussions. Section 4
concludes the study with future trends.

2. Materials and methods

2.1. Dataset description

In this study, we use the MoNuSeg2018 dataset. Originally released
by Kumar et al. [14], it was used as the benchmark dataset for the
Multi-Organ Nucleus Segmentation Challenge (MoNuSeg2018). In this
dataset, whole slide images (WSIs) were collected from patients from
18 different hospitals using crowd-sourcing techniques to ensure het-
erogeneity and diversity in the nuclei appearance. A further source
of diversity to the set is that the WSIs are representative of seven
different organs, including the breast, kidney, liver, prostate, bladder,
colon and stomach. MoNuSeg2018 provided the boundary coordinates
of annotated nuclei in XML format with a MATLAB script for binary
mask generation. Additionally, an Aggregated Jaccard Index (AJI) met-
ric source code was provided for better evaluation of segmentation
performance on the dataset [15].

The dataset consists of two subsets, a training set and a test set.
The training set includes 30 H&E stained histopathology images of
1000 × 1000 pixels extracted from separate WSIs (each scanned at
40× magnification). This subset contains 21,623 manually annotated
nuclei, all of which were checked by an expert pathologist with years
of experience in tissue analysis. Collected from the same sources and
annotated with the same protocols, the testing set comprises 14 images
of 1000 × 1000 pixels per WSIs with about 7223 hand-annotated nuclei.
Table 1 shows the details of the composition of the training and testing
subsets of the MoNuSeg2018 dataset.

2.2. Proposed methodology

This section explains the overall flow of the proposed method-
ology for robust nuclei segmentation in histopathology images. As
summarized in Fig. 1, the proposed methodology starts with a data
preprocessing stage through which the collected images are first stain-
normalized using Macenko’s stain normalization technique [16] to
reduce artifacts and balance stain colors in the dataset. The stain-
normalized images are then split. To achieve this, the images are
resized appropriately to avoid any loss of nuclei pixels during split-
ting. Afterward, to prevent overfitting during model training [17],
the MoNuSeg2018 training subset is artificially augmented through an
offline data augmentation process. Finally, for nuclei segmentation, the
enhanced U-Net model is trained on the generated training set and then
evaluated on the initial MoNuSeg2018 testing set in terms of different
performance assessment metrics. The following subsections describe

the methods used in the stages of the proposed methodology.
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Fig. 1. The flowchart of the proposed methodology for nuclei segmentation. 1. Stain normalization: (a) original images, (b) stain normalized images; 2. Resize and splitting: (c)
resized image, (d) split images; 3. Data augmentation: (e) split images, (f) augmented images; 4. Training and testing: (g) preprocessed images, (h) introduced enhanced U-Net
architecture, (i) predicted segmentation masks.
Table 1
Composition of MoNuSeg training and testing data subsets.

Data subsets Images Total

Breast Liver Kidney Prostate Bladder Colon Stomach Lung Brain

Training set 6 6 6 6 2 2 2 – – 30
Test set 2 – 3 2 2 1 – 2 2 14
2.2.1. Data preprocessing
Data preprocessing is an important stage for deep learning architec-

tures since it ensures the diversity, relevancy, consistency, and quality
of the dataset in order to build a robust model. The steps of the designed
data preprocessing stage are explained as follows.

(a) Stain normalization. Tissue staining is the cornerstone of
histopathology. H&E staining is one of the most popular and principal
histological staining techniques used by pathologists due to its low
cost and ability to provide good insight into tissues and their struc-
tures [18]. There are several types of H&E stains and they can give
different results. Staining results can also vary significantly between
manufacturers depending on the quality of the solutions, the tissue
type, the protocols of the prior steps, and even the quality of the water
(salinity and acidity) used in the laboratory. Furthermore, tissue images
from different sources can also show considerable variations in nuclei
appearance and color intensity, which remains one of the significant
challenges in tissue segmentation. To address this challenge, we choose
Macenko’s technique which has been proven effective in many tissue
segmentation tasks [2].

The Macenko normalization technique relies on automatically gen-
erating correct stain vectors for corresponding H&E stained images
in RGB colorspace and then performing the color deconvolution. To
achieve this, the input RGB image is first projected into the optical
density (OD) space in which the stains are linearly separable. OD, also
referred to as absorbance, measures the ability of the stains to absorb
light. As shown in Eq. (1), here the OD values are obtained by taking
the logarithm to the base 10 of the corresponding images normalized
in the range [0, 1]. To have more robust results a threshold parameter
(𝛽) is employed to threshold pixels with low OD values (almost no
stain). Next, the single value decomposition (SVD) is computed on
the OD intensities to obtain the SVD directions from which a plane is
created. The OD-converted pixels are projected onto this plane and then
3

normalized to unit length. This projection aims to find endpoints that
correspond to the stain vectors. The angle of these points are computed
with reference to the initial SVD direction, then the 𝛼th and (100− 𝛼)th
percentiles are taken to obtain the robust extremes of the angles. As a
final step, these extremes are converted back into the OD space to get
more adequate stain vectors.

𝑂𝐷 = − log10(𝐼) (1)

where 𝐼 is a RGB image with each pixel normalized to [0, 1] range.
Like many other stain normalization techniques [19,20], this tech-

nique also requires a target image. In this study, we select the target
image randomly from the MoNuSeg2018 training subset. Both the train-
ing and testing subsets are stain-normalized, and the hyperparameters
(𝛼 and 𝛽) of the normalizer are respectively set to 1 and 0.5 as suggested
in [16]. An illustrative example of the Macenko normalization can be
seen in Fig. 1.a.

(b) Image patching. Histopathological image datasets typically provide
high-resolution image patches, such as MoNuSeg2018 with 1000 ×
1000 pixels. Directly dealing with images at such a resolution requires
very deep convolutional neural networks for accurate segmentation.
However, deeper convolutional neural networks are computationally
demanding [21,22]. Considering this, as in [23,24], researchers prefer
to develop architectures with adequate input sizes and then resize or
directly create patches from dataset images accordingly. By the same
token, to get appropriately sized patches without any nuclei pixel loss,
we resize the dataset images to 1200 × 1200 pixels and then split
them into 300 × 300 pixel patches. Unlike Shyam et al. [23], who
zero-padded images for resizing, we resize images using the nearest
neighbor interpolation (NNI) image resizing technique. In the NNI tech-
nique, to increase the size of the image, empty spaces are inserted at
appropriate points in the source image, and then these spaces are filled
with the nearest neighboring pixels while ignoring other neighboring
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pixels [25]. In comparison with zero-padding image resizing, NNI does
not lead the model to learn additional black pixels, which can create
poor nuclei segmentation because they are different from the actual
background.

(c) Data augmentation. Data augmentation is one of the most effective
egularization techniques in deep learning [26]. It uses artificial data
eneration based on existing data to increase the size, quality and
iversity of a training set [27]. It is crucial for tasks where limited data
re available, like histology, which is tedious and time-consuming to
repare slides and annotate nuclei. Data augmentation has become a
ine qua non for training deep learning models, especially in computer
ision tasks [28]. It reduces the risk of overfitting [17,29,30] and
ncreases the performance and ability of the deep learning model to
eneralize well [31–34]. Data augmentation also makes it possible
o insert the property of equivariance and rotational invariance into
NN-based models [35]. Although many network architectures were
roposed to incorporate potential equivariances and invariances into
NN-Based models [35–37], the most efficient way to achieve this
ithout requiring any hardcoding is to use data augmentation [38,
9]. Moreover, traditional data augmentation techniques have been
emonstrated to be robust in semantic segmentation tasks (e.g. random
otation, random horizontal and vertical flipping, random translation,
tc.), see [40,41].

In this work, we employ different data augmentation techniques to
ncrease the MoNuSeg2018 training subset: (1) random rotation in the
ange of [0, 360] degrees, (2) random reflection on the 𝑋-axis, and (3)
andom translation on the 𝑋-axis. This practice allows us to increase
he diversity of the MoNuSeg2018 training subset and then improve
he generalization ability of the proposed enhanced U-Net architecture.
n illustrative example of the augmentation process is presented in
ig. 1.c.

.2.2. Deep semantic segmentation
The task of locating and categorizing objects in medical images is

ften considered as a semantic segmentation task [36,42]. Semantic
egmentation aims to divide an image into semantically distinct sub-
egions. This task is formulated in many deep learning-based method-
logies as a per-pixel classification task [43] due to assigning an object
lass label to each pixel contained in the image [44–47]. The state-
f-the-art (SOTA) deep learning networks for semantic segmentation
ypically rely on encoder–decoder architecture [6]. Some examples of
uch SOTA networks are Fully Convolutional Network (FCN) [48], U-
et [4] and Pyramid Scene Parsing Network (PSPNet) [49]. In this
ork, we adopt U-Net architecture for nuclei segmentation on histology

mages due to its effectiveness and robustness in biomedical image
egmentation [50] and its ability to yield more accurate models on
mall datasets with some data augmentation [51].

The non-uniform distribution of object classes in a dataset is re-
erred to as class imbalance [52]. Class imbalance is a common issue
ncountered in semantic segmentation tasks, especially nuclei seg-
entation [53], where background class may significantly outweigh

oreground class depending on the density of nuclei in image patches,
r vice versa [54]. Moreover, training deep learning models on un-
alanced datasets usually results in poor segmentation since classes
ith small samples are ignored. Although special architectures have
een developed to deal with the class imbalance problem in semantic
egmentation tasks, the majority of solutions rely on the use of appro-
riate loss functions as in [36,52]. Some of these functions are Dice
oss [55], Generalized Dice Loss [56], Focal Loss [57] and Dual Focal
oss [58]. In this study, we integrate a Generalized Dice Loss layer into
he proposed U-Net architecture to mitigate the detrimental impact of
lass imbalance on the segmentation performance.

As the last step of the proposed methodology, we post-processed the
utput segmentation masks using mathematical morphology to refine
he result masks of the proposed enhanced U-Net architecture.
4

(a) U-Net architecture. U-Net is an encoder–decoder-style fully convo-
lutional neural network designed and implemented by Ronneberger
et al. [4] for biomedical image segmentation. The standard U-Net
architecture basically consists of two symmetric paths, a contracting
path and an expansive path. In the contracting path, feature maps are
extracted and downsampled to low-dimensional feature space through
a sequence of encoder units. Each of the encoder units consists of 2
consecutive 3 × 3 convolution layers, each of which is activated with
a ReLU non-linearity, and a 2 × 2 max pooling layer with a stride of 2
for downsampling. At each downsampling step, the spatial resolution
of the feature map is halved to expand the receptive field of view in
the subnetwork [59], and the number of feature channels is doubled to
capture more contextual information [60]. In the expansive path, low-
level feature maps are sequentially upsampled through decoder units
to reconstruct full-resolution feature maps. Each of the decoder units
consists of three subparts which are (1) a 2 × 2 up-convolution layer
that upsamples the spatial resolution of feature maps by a factor of 2
and halves the size of feature map channels, (2) a concatenation layer
that merges the upsampled feature maps with the corresponding ones
from the contracting path via skip connections to ensure better location
accuracy [61] and finally, (3) a sequence of 2 3 × 3 convolution layers,
each activated with a ReLU, to compress the merged feature maps. As
the final layer of the network, a 1 × 1 convolution is applied to produce
the segmentation mask. This layer is a linear projection of feature maps
to the number of desired object classes. The original U-Net architecture
is depth 4 with a total of 23 non-padded convolutional layers.

(b) Generalized Dice loss. Generalized Dice Loss (GDL) is an adaptation
of the Generalized Dice Score (GDS) assessment metric [62] for use as
a loss function in deep segmentation convolutional neural networks.
As formulated in Eq. (2), GDL uses a per-class weighting adjustment to
minimize the detrimental impact of class imbalance on the Dice score.
The weight of each object class is the inverse-square of its volume,
defined by Eq. (3). Accordingly, the contribution of each object class in
loss computation is adjusted concerning its volume in the training set.

𝐺𝐷𝐿 = 1 − 2
∑2

𝑙=1 𝑤𝑙
∑

𝑛 𝑟𝑙𝑛𝑝𝑙𝑛
∑2

𝑙=1 𝑤𝑙
∑

𝑛 𝑟
2
𝑙𝑛 + 𝑝2𝑙𝑛

, (2)

𝑤𝑙 =
1

(

∑𝑁
𝑛=1 𝑟𝑙𝑛

)2
, (3)

where 𝑤𝑙 denotes the weight of the class label, 𝑟𝑙𝑛 represents the
foreground pixel values, 𝑝𝑙𝑛 represents the foreground prediction maps,
and 𝑁 is the number of pixels.

GDL has been widely used in segmentation studies to overcome class
imbalance problems since its introduction in the literature [63–65]. By
the way, we would like to emphasize that the integration of GDL in the
U-Net architecture is one of the main contributions of our study.

(c) Enhanced U-Net architecture. The proposed enhanced U-Net archi-
tecture results from the integration of a GDL-based pixel classifica-
tion layer into the standard U-Net architecture. The baseline part of
the architecture follows the standard U-Net architecture with some
retrofitting. First, we reduce the depth of the architecture to 3, yielding
in our study a lightweight model without any performance degradation.
Second, we apply the same-padding to each convolutional layer within
the architecture. Changing the padding scheme to the same-padding
ensures that each pixel contained in the image contributes to feature
map extraction and allows us to obtain segmentation masks of the
same spatial resolution as the input image. As the final layer of the
architecture, we integrate a dice pixel classification layer into the base
architecture, through which a categorical label is assigned to each
pixel using Generalized Dice Loss (GDL). As stated in Section 2.2.2,
to minimize class imbalance issues, GDL balances the contribution
of each pixel in the loss computation by weighting each class with
the inverse-square of its volume in the training set. In summary, the

proposed enhanced U-Net architecture consists of three main parts, (1)
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Table 2
Layer details of enhanced U-Net architecture.

Unit level Layer Filter Stride Output size

Image Input 288 × 288 × 3

Encoder

Level 1
Conv 1 3 × 3/64 1 288 × 288 × 64
Conv 2 3 × 3/64 1 288 × 288 × 64
Pooling 1 2 × 2 2 144 × 144 × 64

Level 2
Conv 3 3 × 3/128 1 144 × 144 × 128
Conv 4 3 × 3/128 1 144 × 144 × 128
Pooling 2 2 × 2 2 72 × 72 × 128

Level 3
Conv 5 3 × 3/256 1 72 × 72 × 256
Conv 6 3 × 3/256 1 72 × 72 × 256
Pooling 3 2 × 2 2 36 × 36 × 256

Bridge Level 4 conv 7 3 × 3/512 1 36 × 36 × 512
conv 8 3 × 3/512 1 36 × 36 × 512

Decoder

Level 5
Up-conv 1 2 × 2/256 2 72 × 72 × 256
Conv 9 3 × 3/256 1 72 × 72 × 256
Conv 10 3 × 3/256 1 72 × 72 × 256

Level 6
Up-conv 2 2 × 2/128 2 144 × 144 × 128
Conv 11 3 × 3/128 1 144 × 144 × 128
Conv 12 3 × 3/128 1 144 × 144 × 128

Level 7
Up-conv 3 2 × 2/64 2 288 × 288 × 64
Conv 13 3 × 3/64 1 288 × 288 × 64
Conv 14 3 × 3/64 1 288 × 288 × 64

Final Conv Conv 15 1 × 1/2 1 288 × 288 × 2

Softmax Softmax – – 288 × 288 × 2

Generalized Dice Loss Dice Pixel Classification – – 288 × 288 × 2
an encoder part for extracting feature maps, (2) a decoder part for
reconstructing feature maps at full spatial resolution and finally, (3)
a bridge connecting the encoder and decoder parts, thus ensuring the
flow of information. At the end of the decoder part, a dice pixel classi-
fication layer is applied to produce segmentation masks. We provide
the details of the architecture layers and parameters in Table 2. In
total, it contains 18 convolutional and 3 pooling layers. Note that the
architecture input size is set at 288 × 288 to ensure that 2 × 2 max-
pooling operations are applied on even spatial resolution feature maps,
as suggested in [4]. Therefore, the input image patches are resized
accordingly at the implementation stage.

(d) Post-processing. Due to the complex texture of histopathological
images, masks produced by deep learning models may contain false
nuclei. In comparison to the real nuclei, most of these false nuclei are
too small in size. In this study, we applied morphological area opening
to remove small nuclei that pretend to be false. Additional to an input
binary image, morphological area opening requires two more param-
eters: the number of pixels (𝑝) below which the nucleus is removed
and a minimum connectivity degree (𝑐𝑛𝑛). Here these parameters were
empirically set as (𝑝 = 100 and 𝑐𝑜𝑛𝑛 = 8).

3. Results and discussions

3.1. Experiment design

The experiments are conducted using a PC with an NVDIA RTX
4000 GPU, Intel(R) Xeon(R) W-2245 CPU@3.90 GHz and a 64 GB
System RAM on MATLAB platform. The parameter specifications of
the deep learning architecture used in the methodology are reported
in Table 3. We would like to notify that the parameter values are
mostly set to the default values defined in the literature. To prove
the superiority of the proposed methodology, we employ the following
semantic segmentation architectures:

(a) SegNet [66]: This architecture basically consists of an encoder
network and a corresponding decoder network followed by a pixel-
based classification layer. There are 13 convolutional layers in the
5

encoder network that are topologically identical to those in the VGG16
Table 3
Parameter values of U-Net.

Parameter Value

Initial learning rate 0.05
Max epochs 60
Mini batch size 2
L2 regularization 0.0001
Optimization sgdm
Momentum 0.9
Learn rate schedule piecewise
Gradient threshold 0.05
Encoder depth 3

network. Decoder networks transform encoder feature maps into full
input resolution feature maps to allow pixel-wise classification. In
SegNet, the novelty is in the way that feature maps at lower resolu-
tions are upsampled by the decoder. Specifically, the decoder performs
non-linear upsampling based on pooling indices calculated during the
encoder’s max-pooling step.

(b) FCN [5]: FCN consists of a downsampling path for extracting and
interpreting context, and an upsampling path for localization. In this
architecture, only locally connected layers like convolution, pooling,
and upsampling are employed. Accordingly, a training process carried
out by FCN can be much more efficient due to avoiding dense layers
that have high number of parameters. Another benefit of using only
locally connected layers is that FCN can deal with an image dataset
with any size.

(c) DeepLabv3+ [67]: This architecture basically consists of an en-
coder network and a decoder network. While the encoder network is
responsible for extracting essential information using a convolutional
neural network, the decoder network builds an output by using the
information obtained from the encoder network. With the addition
of the decoder module, segmentation results along object boundaries
are improved. As a CNN architecture, pretrained networks which are
ResNet, MobileNetv2 and PSASNet can be used in DeepLabv3+.

To evaluate the performance of nuclei segmentation methods, we
use the following evaluation metrics:
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1. Mean Accuracy: Accuracy is calculated as the percentage of pixels
that have been correctly identified in each class, defined in Eq. (4).
Using the accuracy metric, it is possible to determine how well each
class identifies pixels correctly. Mean Accuracy is the average accuracy
of all classes, defined in Eq. (5).

𝐴𝑐𝑐𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
(4)

𝑀𝑒𝑎𝑛 𝐴𝑐𝑐 = 1
𝐶

𝐶
∑

𝑖=1
𝐴𝑐𝑐𝑖 (5)

where 𝑇𝑃𝑖 and 𝐹𝑃𝑖 respectively denote true and false positives for 𝑖th
class, and 𝐶 is the total number of classes.

2. Global Accuracy: It is defined as the ratio of the number of all
correctly classified pixels to the total number of pixels. It provides
a quick and a computationally efficient calculation to estimate the
percentage of correctly classified pixels.

3. Intersection of Union (IoU): The IoU for each class is calculated by
dividing the number of correctly classified pixels by the total number
of ground truth and predicted pixels. Mean IoU is the average IoU of
all classes, defined in Eq. (6), and Weight IoU denotes the average IoU
of each class, weighted by the number of pixels in that class, defined
in (7).

𝑀𝑒𝑎𝑛 𝐼𝑜𝑈 = 1
𝐶

𝐶
∑

𝑖=1

𝑇𝑃𝑖
𝑇𝑃𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖

(6)

𝑊 𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐼𝑜𝑈 =
𝐶
∑

𝑖=1

𝑃𝑖
𝑃

𝑇𝑃𝑖
𝑇𝑃𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖

(7)

where 𝑃𝑖 is the number of pixels for 𝑖th class, 𝑃 is the total number
pixels, and 𝐹𝑁𝑖 represents false negative for 𝑖th class.

4. F1-Score: It is the harmonic average of recall and precision,
efined as follows.

1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(8)

here 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 is the ratio of the number of correctly classified
ositive instances to the total number of classified positive instances,
nd 𝑅𝑒𝑐𝑎𝑙𝑙 is the ratio of the number of correctly classified positive
nstances to the total number of instances in actual class. Precision and
ecall are respectively defined as follows.

𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(9)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(10)

5. Aggregated Jaccard Index (AJI): AJI is an extension of the Jaccard
Index (JI) [10] evaluation metric that uses both object and pixel level
information for segmentation performance assessment. It is formulated
as follows.

𝐴𝐽𝐼 =

∑𝑛𝜚
𝑖=1

|

|

|

𝐺𝑖 ∩ 𝑆
(

𝐺𝑖
)

|

|

|

∑𝑛𝜚
𝑖=1

|

|

|

𝐺𝑖 ∪ 𝑆
(

𝐺𝑖
)

|

|

|

+
∑

𝑘∈𝐾
|

|

𝑆𝑘
|

|

, (11)

where 𝑛𝜚 denotes the number of ground truth nuclei, 𝐺𝑖 the set of
ground truth nuclei, 𝑆

(

𝐺𝑖
)

the set of matching segmented nuclei,
and 𝑆𝑘 the set of segmented nuclei that did not match any ground
truth nucleus. Note that matching two nuclei, a ground truth and a
segmented nucleus, involves finding the segmented nucleus with the
highest JI score with the relevant ground truth nucleus, defined in
Eq. (12).

𝑆
(

𝐺𝑖
)

= 𝑎𝑟𝑔𝑚𝑎𝑥𝑘

|

|

|

𝐺𝑖 ∩ 𝑆𝑗
|

|

|

|

|

|

𝐺𝑖 ∪ 𝑆𝑗
|

|

|

, (12)

here 𝐺𝑖 and 𝑆𝑗 are respectively the ground truth and the segmented
uclei. As stated in Section 2.1, AJIs were computed using the source
ode provided on the MoNuSeg2018 challenge web page [15].
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e

.2. Experiment results

To prove the superiority of the proposed methodology, we investi-
ate the following points:

• the performance analysis of the proposed methodology through a
variety of normalization techniques, demonstrating the impact of
normalization on the nuclei segmentation,

• the performance analysis of the proposed methodology through
different semantic segmentation architectures, identifying the
suitability and robustness of the applied deep learning architec-
ture on the nuclei segmentation,

• the performance analysis of the proposed methodology versus
recent studies in the literature, and

• the performance analysis of the proposed methodology from the
perspective of encoder depth and loss function.

.2.1. Comparisons with normalization techniques
The results of the proposed methodology are presented through

variety of different augmentation and normalization techniques in
ables 4 and 5 in terms of global accuracy (‘Global Acc’), mean ac-
uracy (‘Mean Acc’), mean IoU, weighted IoU and F1-Score. In Ta-
le 4, ‘Without-Norm’ and ‘Without-Augment’ denote that the proposed
ethodology is implemented without normalization and augmentation,

espectively. Furthermore, the best values are denoted by the bold
ymbol.

According to Table 4, the proposed methodology with Macenko
xhibits significantly better performance than without-Norm. While the
ean IoU score obtained by the proposed methodology is nearly 0.82,

he mean IoU score obtained by Without-Norm is nearly 0.76. This
erformance gap can also be illustrated in the other evaluation metrics.
t can therefore be suggested that normalization has an indispensable
mpact on nuclei segmentation. What if without augmentation? From
able 4 it can be seen that the effect of augmentation on nuclei segmen-
ation is as important as the effect of normalization. In other words,
t is also possible to significantly improve segmentation performance
y applying conventional augmentation techniques. For instance, the
ean IoU score was increased from 0.73 to 0.82 thanks to applied

ugmentation techniques.
When comparing the performance of four normalization techniques

n Table 5, Macenko has shown a superior performance than the
thers, i.e., there exists no such a normalization technique except for
acenko achieves the mean IoU score more than 0.81. Furthermore,

he second best segmentation performance is obtained by Reinhard.
oreover, the worst performance is obtained CLAHE. It can therefore

e indicated that Macenko is the most appropriate technique for H&E
tained histopathology images.

.2.2. Comparisons with deep segmentation algorithms
The results of the proposed methodology are presented with dif-

erent semantic segmentation algorithms in Table 6 in terms of the
valuation criteria defined in Table 5. In addition to those criteria,
he run time (in minutes) is also used to verify the efficiency of
he algorithms. Furthermore, the best values are denoted by the bold
ymbol.

According to the results, the proposed methodology based on an
nhanced version of U-Net achieves far superior segmentation per-
ormance than the other segmentation algorithms. For example, the
roposed methodology has obtained a mean IoU score of 0.82, whereas
he other semantic segmentation algorithms have not been able to
chieve a score higher than 0.79. For another instance, the proposed
ethodology has achieved a mean F1-Score of 0.88, while the other

lgorithms only obtain a score between 0.78 and 0.83 for the same
riterion. Furthermore, the proposed methodology has also proven its
utstanding performance in terms of the running time. Specifically, the

nhanced U-Net architecture utilized in the proposed methodology and
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Table 4
The effect of normalization and augmentation.

Technique Global Acc Mean Acc Mean IoU Weighted IoU F1-Score

Without-Norm 0.9201 0.8371 0.7647 0.8546 0.8332
Without-Augment 0.8893 0.8978 0.7360 0.8181 0.8075
Macenko&Augment 0.9381 0.8941 0.8203 0.8851 0.8809
Table 5
Results of normalization techniques.

Technique Global Acc Mean Acc Mean IoU Weighted IoU F1-Score

CLAHE&Augment 0.9234 0.8223 0.7646 0.8575 0.8425
Vahanade&Augment 0.9280 0.8441 0.7822 0.8668 0.8568
Reinhard&Augment 0.9357 0.8602 0.8035 0.8800 0.8695
Macenko&Augment 0.9381 0.8941 0.8203 0.8851 0.8809
Table 6
Results of semantic segmentation algorithms.

Algorithm Global Acc Mean Acc Mean IoU Weighted IoU F1-Score Run time

SegNet 0.9027 0.9089 0.7662 0.8357 0.7815 58
FCN 0.90771 0.9109 0.77484 0.84287 0.80431 137
DeepLabv3+ 0.9233 0.8767 0.7911 0.8624 0.8336 110
Proposed 0.9381 0.8941 0.8203 0.8851 0.8809 63
Table 7
Results of recent studies in terms of F1-Score and IoU.

F1-Score IoU

U-Net [4] 0.7943 0.6599
U-Net++ [6] 0.7949 0.6604
Res-UNet [68] 0.7949 0.6607
Axial Attention U-Net [69] 0.7683 0.6249
Gated Axial Atten. [70] 0.7644 0.6201
LoGo [70] 0.7956 0.6617
MedT [70] 0.7955 0.6617
HistoSeg [71] 0.7508 0.7106
Proposed (Class) 0.8418 0.7123
Proposed (Mean) 0.8809 0.8203

SegNet can complete the training process in nearly an hour, whereas
DeepLabv3+ and FCN need nearly two hours. Despite its efficiency,
SegNet has the worst segmentation performance among all the algo-
rithms. It can therefore be suggested that the proposed methodology
based on an enhanced version of U-Net is the most robust and efficient
algorithm for nuclei segmentation.

3.2.3. Comparisons with recent studies
The results of recent studies with the proposed methodology are

presented in Table 7 in terms of the F1-Score and IoU criteria, and in
Table 8 in terms of the F1-Score and AJI criteria. In Table 7, we also
reported the results of F1-Score and IoU for the nuclei class as well
as the results of mean F1-Score and mean IoU. Furthermore, the best
values are represented by the bold symbol as in Tables 5 and 6.

According to Table 7, the proposed methodology outperforms all
recent studies in terms of F1-Score and IoU. To be specific, it can be
illustrated that the performance gap is extremely high between the
proposed methodology and most of the recent studies. For instance,
the proposed methodology obtains a IoU score of 0.82, while the other
studies obtain a score between 0.65 and 0.71. In addition to mean IoU
and F1-Score, the proposed methodology is superior in class-based IoU
and F1-Score. When considering Table 8, the proposed methodology
has generally also shown a superior performance to existing studies
in terms of F1-Score and AJI. The proposed methodology only cannot
perform better than CBA with blur-pooling in terms of the AJI score, but
outperforms CBA with blur-pooling in terms of F1-Score. The reasons
why CBA with blur-pooling scored well in the AJI are as follows: (1)
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Table 8
Results of recent studies in terms of F1-Score and AJI.

Study F1-Score AJI

CDNet [73] 0.8705 0.6331
G-U-Net [65] 0.8469 0.6291
HoVer-Net [74] – 0.620
Dual U-Net [75] 0.8196 0.6591
Mask R-CNN & ResNet50 [76] 0.7247 0.6217
Mask R-CNN & ResNet101 [76] 0.7519 0.6551
CBA without blur-pooling [76] 0.7640 0.6805
CBA with blur-pooling [76] 0.8247 0.7985
Proposed 0.8809 0.6895

blur pooling may have a significant effect on the semantic performance
(Notice that we could not make a deep analysis on CBA since the source
code was not shared with the researchers); (2) instead of original-sized
output images, sliced test images were used in CBA to compute the
evaluation metrics. It should be also noted that the AJI score obtained
by our proposed methodology is the third best result among 36 results
reported in 2018 MICCAI MoNuSeg Challenge [72]. Furthermore, Fig. 2
also demonstrates the effectiveness of the proposed methodology with
some visual results. It can therefore be indicated that the proposed
methodology can achieve successful and competitive results compared
to the recent work.

How effective and efficient is the proposed methodology for nu-
clei segmentation? Firstly, the proposed methodology includes a well-
designed preprocessing stage, which directly impacts the training pro-
cess. Specifically, artifacts within images are eliminated through nor-
malization, followed by resize-splitting and data augmentation to in-
crease the size of the training set. As the data growth in the training set
is not high, the training process can be completed within a reasonable
timeframe. A second advantage of the proposed methodology is that
it has an enhanced U-Net architecture that is more lightweight than
a standard U-Net architecture without any performance degradation.
As a final benefit of the enhanced U-Net architecture, it has a gener-
alized Dice loss-based classification layer that prevents class-imbalance
problems. As a result of bringing all these relevant factors together,
we can conclude that the proposed methodology is well-organized and

well-prepared.
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Fig. 2. The visual normalization and segmentation results of the proposed imbalance-aware nuclei segmentation methodology for H&E stained histopathology images. Left to right:
sample images from the MoNuSeg2018 test subset, normalized version of the sample images, ground truth masks, and predicted segmentation masks.
3.2.4. Further comparisons
We further compare the proposed methodology from the perspective

of the loss function and encoder depth. The results are presented
in Table 9, where ‘Loss’ and ‘Depth’ respectively represent the loss
function and encoder depth. In the ‘Loss’ column, ‘Cross’ represents the
cross-entropy loss function.

It can be indicated from Table 9 that the encoder depth does not
have a significant impact on the performance of nuclei segmentation,
i.e., similar results are generally produced even for different values
of encoder depth. Only for one case of GDL, the methodology has
shown slightly worse performance than the other cases. However, run
time tends to increase proportionally to encoder depth. Therefore, the
optimal value of encoder depth is determined as 3. When comparing
loss functions, it can be inferred that GDL generally performs better
than Cross for all depth cases in terms of mean IoU, weighted IoU and
F1-Score. It can therefore be indicated that GDL is the most appropriate
loss function for U-Net architecture in nuclei segmentation.

4. Conclusion

Due to the development of technology, manual operations are in-
creasingly seen as time-consuming, labor-intensive and fraught with
error. A pathologist’s diagnostic process is the most obvious example of
this. The pathologist examines nuclei under a microscope to determine
8

structures, shapes, colors, densities, etc. Further examinations may be
necessary if cancerous areas are detected. In other words, the human-
based process involves both a great deal of time-consuming and a
higher risk of error. To alleviate this issue, the majority of current stud-
ies aim to automate these processes and use quantitative measurements
as a basis.

In this study, we introduced a U-Net-based segmentation method-
ology for H&E stained histopathology images. To improve the effec-
tiveness of the U-Net architecture, we designed a preprocessing stage
which applies color normalization to remove artifacts in H&E images
and then increases the size of a training set through resize-split and
data augmentation techniques. Moreover, we adopted a Generalized
Dice Loss in the U-Net architecture to address data imbalance problems
since the density of nuclei in image patches may significantly affect the
background class over the foreground class. It is pertinent to note that
the enhanced U-Net architecture utilized in the proposed methodology
is lighter than the standard U-Net architecture. According to a number
of experiments, the proposed methodology outperforms a variety of
recent works in terms of evaluation metrics. Furthermore, the enhanced
U-NET architecture used in the proposed methodology achieved bet-
ter performance than SegNet, FCN and DeepLabv3+ even used the
same increased training set. Even though the proposed methodology
achieved promising results, overlapping and clumped nuclei present
in H&E images still remain challenges for nuclei segmentation. In the
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Table 9
Results for different parameters.

Loss Depth Global Acc Mean Acc Mean IoU Weighted IoU F1-Score Run time

2 0.9315 0.9076 0.8107 0.8781 0.8665 54
Cross 3 0.9379 0.8739 0.8131 0.8847 0.8757 62

4 0.9291 0.9232 0.8102 0.8757 0.8735 75
5 0.9264 0.925 0.8057 0.8719 0.8681 124

2 0.9326 0.8568 0.8014 0.8750 0.8985 49
GDL 3 0.9381 0.8941 0.8203 0.8851 0.8809 63

4 0.9392 0.8886 0.8204 0.8882 0.8811 78
5 0.9385 0.8946 0.8206 0.8876 0.8814 127
future, we will focus on developing a loss function to deal with this
problematic issue. Moreover, we will focus on transformers which is a
recently introduced architecture for nuclei segmentation.
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