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Abstract

Legged locomotion is a desirable ability for robotic systems thanks to its agile mobility and wide range of motions that
it provides. In this paper, the use of neural network-based nonlinear controller structures which consist of recurrent and
feedforward layers have been examined in the dynamically stable walking problem of two-legged robots. In detail, hybrid
neural controllers, in which long short-term memory type of neuron models employed at recurrent layers, are utilized in the
feedback and feedforward paths. To train these neural networks, supervised learning data sets are created by using a biped
robot platform which is controlled by a central pattern generator. Then, the ability of the neural networks to perform stable
gait by controlling the robot platform is examined under various ground conditions in the simulation environment. After
that, the stable walking generation capacity of the neural networks and the central pattern generators are compared with
each other. It is shown that the inclusion of recurrent layer provides smooth transition and control between stance and flight
motion phases and L, regularization is beneficial for walking performance. Finally, the proposed hybrid neural network
models are found to be more successful gait controllers than the central pattern generator, which is employed to generate
data sets used in training.

Keywords Robot locomotion control - Biped robot - Recurrent neural networks - Long short-term memory - Central pattern

generator

1 Introduction

Nowadays, robotic solutions have gained huge popularity
due to the recent advancements in artificial intelligence and
control theory. For this reason, different robotic systems are
being developed for various purposes in the industry and
military. Legged robots are an interesting sub-branch of
robotics with their differences and opportunities. Human-
oid robot Atlas showed that legged robots have capabil-
ity of agile mobility and wide range of motion with their
design close to the humans [1, 2]. Unfortunately, their hybrid
dynamic structure, which is inevitable for legged locomo-
tion, includes nonlinear components that make it difficult to
model and control these platforms, [3]. In the control of sin-
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gle-legged robots, deadbeat type controllers can be applied
by dividing the motion into phases, see e.g. [4]. Moreover,
different control theory techniques such as proportional-
derivative (PD) and model predictive controllers can be used
in the control of biped robots, see e.g. [5]. In addition, dif-
ferent dynamic models have been developed for the control
and identification of legged robots with non-linear structures
such as the Spring-Loaded Inverted Pendulum model, see
e.g. [6, 7].

Stability of walking behavior is a very complex problem
for legged robots due to their highly nonlinear models. Vari-
ous methods are available in the literature for the analysis
of the stability of walking behavior. Among these, Center
of Gravity (COG) method requires that the center of mass
of the legged robot be above the support polygon for the
stability of walking behavior, [8]. In the Zero Moment Point
(ZMP) approach, stability is achieved when the projection
of point where sum of active forces is equal to zero is over
the support polygon, [9]. In addition, Foot Rotation Indicator
(FRI) determines stability and level of instability depend-
ing on the location of the rotation forces acting on support
foot at the ground, [10]. A more advanced technique, Cen-
troidal Moment Pivot (CMP) method eliminates the single
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foot limitation of FRI by analyzing stability depending on
the location of the pivot point which is defined as the point
where a parallel line to reaction force passing through the
center of mass of the robot intersects with the ground, [11].
Unfortunately, these approaches become more complex
when dynamically stable walking with increasing number of
robot limbs is desired compared to statically stable motion.

There is also diversity in actuation techniques which
affect the whole design of the legged robot. As an illustra-
tion of these, Ankarali and Saranli [12] introduce energy
regulation method via hip torque actuation on one-legged
spring-mass hopper robot. Kerimoglu et al. [13] utilize
series-elastic ankle actuation to the compass gait model and
analyzed the stability of walking behavior for the resulting
system. Sprowitz et al. [14] propose an open-loop motion
control for a quadruped Cheetah robot by utilizing appropri-
ate knee and hip joint actuation. These varieties of actuation
also require different controller design methods. In addition
to the classical controllers, there are also different legged
locomotion control approaches such as central pattern gen-
erators and neural networks.

The inherent nonlinearity and the resulting complexity
makes it difficult to utilize exact analytic methods for the
analysis and control of legged robots. As a remedy to this
problem, Sproewitz et al. [15] proposed a central pattern
generator (CPG) based controller implementation in multi
legged robotic systems. Likewise, Crespi and Ijspeert [16]
presented a CPG based control method for a snake robot
with high degree of freedom. CPGs, which mimic the reflex
spring in the spinal cord, offer a control approach that does
not rely on exact solutions and approximation based methods
for gait control of legged robots [17-21]. CPG parameter
tuning is generally performed with manual methods which
can be thought of as a supervised learning procedure. Dur-
ing this process continuity of oscillation and phase differ-
ence between joint angles are carefully set by designer. For
this reason, the tuning procedure may become difficult and
prolonged with the increasing number of limbs. In addition
to supervised methods, Ijspeert and Kodjabachian [22],
Nakamura et al. [23], showed that non-supervised learning
techniques such as evolutionary algorithms and reinforce-
ment learning can be used to find the parameters of CPGs.
There are various oscillatory models which could be utilized
in the construction of CPG models, see e.g. [16]. Such a
well-known model is given by Matsuoka oscillator, which is
employed to generate rhythmic patterns and output of oscil-
lator can be easily modified with tonic inputs, [24]. Due to
these and some other properties, it is preferred in many CPG
controlled biped robot systems, see e.g. [25-28].

CPGs need limited parameter space to create stable walk-
ing in high degree of freedom robots. Unfortunately, this
requirement limits the possible range of motions of these
systems to periodic trajectories. On the other hand, due to
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their structures, CPGs may require manual fine tuning of
its parameters. In addition to this, it may not be possible to
determine stable movement range due to the inclusion of the
robot plant dynamic equations into the equations of CPG.
Various neural network-based controllers (NNBCs) have
also been developed to avoid some of these disadvantages,
see e.g. [29].

Neural networks (NNs) which have found wide applica-
tion areas today as an important field of the machine learn-
ing theory are inspired by biological neuron cells, see e.g.
[30]. Basically, NNs consist of interconnected simplified
neural cell models which are building blocks of the network.
There is a wide range of neuron cell models from as sim-
ple as perceptron to complex ones such as leaky integrator
and long short-term memory (LSTM), [31-33]. Some of the
NN architectures can perform better in different problems.
Feedforward NNs are successfully applied to classification
and object detection type of problems, see e.g. [34-36]. In
detail, Krizhevsky et al. [34], Redmon and Farhadi [36]
showed successful utilization of convolutional neural net-
works (CNNs) in object classification and detection prob-
lems, respectively. There are successful implementations
of recurrent neural networks (RNNs) in natural language
processing and next character or word prediction in the text
problems, see e.g. [37, 38]. At the same time, RNN based
motion controllers can provide biped robot gait control solu-
tions, which do not have the disadvantages of CPG such
as limited motion range and manual tuning requirement, in
cases where other analytical-based exact and approximated
solutions are not desired or cannot be applied, see e.g. [39,
40]. Unlike the CPG parameter tuning case, there are well-
defined methods to adjust the parameters of NNs, which are
generally called as learning algorithms. Various learning
algorithms, such as supervised, semi-supervised or unsuper-
vised, could be utilized in the training of NNs, see [31, 41].
Among these, supervised learning algorithms are frequently
utilized to train NNs when input and output data sets are
available, see e.g. [30]. To achieve this, different optimizers
are developed and utilized such as Adam and SinAdaMax,
see e.g. [42, 43].

Nowadays, spiking neuron models which are employed in
neuromorphic engineering studies are successfully applied
to robot control problems to generate CPGs and NNs. Ros-
tro-Gonzalez et al. [44] proposed a CPG system based on
spiking neurons which are trained with Simplex method for
hexapod robot locomotion such as walking, jogging, and
running gait types. This work focused on the generation of
digital hardware-compatible locomotion controllers with
high computational efficiency. In the proposed controller,
a different connection topology is required to change gait
type and it was performed by changing synaptic weight
matrices. Jaramillo-Avila et. al. [45] benefitted from a spik-
ing neural network (SNN) to process sensorial information
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from address event representation-based camera images to
decide movement direction of biped robot. In [45], weights
of the proposed SNN were found experimentally. Guerra-
Hernandez et. al. [46] performed real-life experiments of the
CPG system based on spiking neurons in biped, quadruped,
and hexapod robots. They benefitted from grammatical evo-
lution and Victor-Purpura distance-based fitness function to
tune connection weights. In this controller, the gait transition
can be performed by resetting all neuron membrane poten-
tials and then setting initial states of spike trains for desired
gait type. Gutierrez-Galan et al. [47] proposed a combina-
tion of three spiking central pattern generators (SCPGs) to
realize online gait type changes with reasonable transition
time by using the limited number of spiking neurons. In the
proposed structure, while selected SCPG begins to generate
spike train, previous SCPG is inhibited, quickly. By using
the developed controller, locomotion of an arthropod-like
robot was successfully controlled in real-time. Even though
each SCPG has a low number of neurons, the combined sys-
tem requires high redundancy to be able to change between
gait types, and also neuron weights were manually adjusted
in this study. In addition, likewise aforementioned SCPG
based locomotion controllers, sensorial information was not
taken into account. In these successful studies, the spiking
neuron model is utilized to control locomotion at different
abstraction levels. Generally, sensorial information, which
can be beneficial especially in inclined or rough terrain, was
not processed in SCPG-based locomotion controllers. This
design selection may be related to the limited processing or
learning capability of the spiking neuron model compared
to LSTM type recurrent neuron models and the necessity
of parameter tuning to extract information from sensorial
inputs. Recurrent neural networks have well-defined learn-
ing techniques and they may accomplish switching between
different gait types by using the same network weights via
suitable training set pattern selections. For more information
on CPGs and their applications, the reader is referred to e.g.
[18, 48], and the references therein.

Researchers seek optimum combinations of different con-
trol techniques and learning algorithms to benefit from the
powerful sides of each of them in the legged locomotion
control problem. Auddy et. al. [49] suggest a novel hierarchi-
cal control mechanism consist of a CPG and a feedforward
neural network (FNN) as low and high-level controllers for
bipedal locomotion, respectively. In [49], CPG was modu-
lated by FNN to correct walking direction by using only
two connections. In detail, a combination of manual tun-
ing and genetic algorithm was utilized to find parameters of
CPG, first. After basic walking behavior acquired via tuned
low-level controller, parameters of FNN are found by using
deep reinforcement learning via further walking simula-
tion experiments. In this control scheme, lateral deviations
from straight direction were corrected with two gains, which

were the outputs of FNN, multiplied by sagittal hip oscillator
CPG outputs. Mandava and Vundavilli [50] benefit from a
newly proposed modified chaotic invasive weed optimiza-
tion (MCIWO) and well-known particle swarm optimization
(PSO) algorithms to find weights of a feedforward neural
network that is responsible for adaptively tuning gains of
torque-based proportional-integral-derivative (PID) control-
ler during the bipedal locomotion. First, ZMP and inverse
kinematics concepts were utilized to find dynamically bal-
anced walking gaits. Later, neural networks are trained with
MCIWO, PSO, and the traditional steepest descent algo-
rithm to estimate the best PID gains to track walking gaits.
After that, the performances of neural networks are tested
in the simulation environment. Finally, selected neural net-
work weights were employed to estimate PID gains of a real
biped robot which was walking on ascending and descend
ing slope surface between [ — 5, 5] degree interval in this
study. To sum up, multiple parameter tuning stages needed
to be followed in these recent studies because the proposed
controllers consisted of a combination of different types of
systems such as PID, CPG, and FNN. Unfortunately, these
design selections may bring their own disadvantages such
as controller design complexity and training difficulty. One
reason for the requirement of controller combination may be
related to the absence of the memory property of employed
feedforward neural networks. On the other hand, the LSTM
neuron model has the ability to solve long-term relationships
with its memory property and it is resistant to vanishing gra-
dient problems. For these reasons, LSTM recurrent layer has
some advantages compared to feedforward layers which are
utilized in these two studies, and its usage may enhance the
abilities of proposed controllers in [49] and [50].

In a similar way, well-known Wiener and Hammerstein
system identification models employ a combination of a
feedforward neural network and polynomial to represent
plant dynamics, see e.g. [51]. Since there is no memory term
in feedforward neural networks, polynomial block accom-
panies feedforward neural network block to add memory
property to system identification scheme in a similar manner
to CPG in the hierarchical control mechanisms and inte-
grator term in PID controllers. From this perspective, it is
seen that feedforward neural network blocks found usage
in both control and system identification literature. In our
previous study, we compared the performance and parameter
efficiency of feedforward and recurrent neural networks for
a CPG-controlled biped robot system identification problem
in an end-to-end manner, [52]. Here, the series-parallel sys-
tem identification scheme was used when comparing neural
networks of various depths to facilitate memory requirement
and provide a fair comparison. As a result, the recurrent
neural network with one regression layer and one LSTM
layer reached the lowest system identification error among
all network architectures. In this way, the potential of LSTM
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layers has been investigated in the legged locomotion identi-
fication problem and it is found that their end-to-end usage
is possible and efficient for bipedal locomotion identifica-
tion problem. The results given in [52] may also make sense
for the legged locomotion control problem because legged
locomotion includes hybrid dynamics so tracking the walk-
ing phase changes is required for high-performance locomo-
tion control. For this reason, the usage of recurrent neural
networks with LSTM layers needs to be investigated in the
biped locomotion control problem, extensively.

In this study, we propose the utilization of neural net-
work-based controllers which consist of feedforward and
recurrent neuron layers as torque and position controllers
for biped robot locomotion. Compared to CPG type con-
troller, proposed NNBC can behave like a meta learner. In
detail, it may generalize input and output relations of the
CPG controllers under suitable training conditions. We note
that in this work we utilized CPGs to generate joint angle
and torque data which we used to train the NNBCs in achiev-
ing successful walking or biped robots. Naturally if similar
data could be generated or obtained by other means, our
approach could be utilized by using such data as well. Simu-
lation or computer animation tools are natural candidates to
generate such data and recently their usage in robotics and
related areas become an important research area [53]. Such
an approach could be utilized to generate appropriate joint
angle or torque values [54]. Since we focus on CPG based
data, in this work we do not pursue such an approach. It
should be noted that utilization of such data, along with data
obtained by CPG’s, is an interesting research problem that
deserves further investigation. The literature is rich on this
subject, and for further information see e.g. the following
works and the references therein [55-57].

Analytical approaches are frequently employed to sustain
stable legged locomotion with classical control techniques in
the literature [48]. First, gait type is determined by analyti-
cal methods or observation in the path planning stage. Then
joint trajectories are derived by benefiting from inverse kin-
ematics equations under selected stability constraints such as
COG, ZMP, FRI, CMP, etc. Later on, required joint torques
may be calculated by inverse dynamic equations, if possible,
or classical control techniques such as PID see e.g. [58].

Unfortunately, legged robot dynamics include highly non-
linear terms and they show hybrid dynamic behavior due
to the nature of walking so the resulting equations contain
complex expressions. For these reasons, various simplifica-
tion methods are proposed to ease the analysis of the robot
model and the application of classical control techniques
for controlling legged locomotion in the literature. One of
them is applied by ignoring extremities with low weight
such as legs in the robot model see e.g. [58—61]. In this
way, analysis of the robot model gets easier while the model
accuracy decreases. However, the performance of some
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control methods may depend on the accuracy of the utilized
robot model. In other words, inaccuracies due to simplifica-
tion may decrease control performance or cause unstable
behavior depending on the level of simplification [48]. For
instance, ignoring limb weight to ease COM calculations
may violate stability criteria such as reported in the [59].

On the other hand, the limited parameter space of clas-
sical controllers may not perform well for varying robot
dynamic properties or terrain conditions so various model
predictive control (MPC) architectures are proposed in the
literature for biped locomotion, see e.g. [61]. In classical
control techniques such as PID, there is a limited number
of controller parameters that can be tuned to track trajec-
tories for low-level control scenarios. Even though MPC
architectures relax this limitation, they may require com-
plex controller designs and an external gait generator block
is added into the control diagram to drive low-level con-
troller. On the other hand, recurrent neural networks can
be utilized as controllers for both low-level and high-level
control problems at the same time with their large tuneable
parameter space like in their biological counterparts. Moreo-
ver, proposed NNBCs in this study are trained by using the
original robot model dynamics with all nonlinear terms. This
situation may increase harmony between the controller and
the robot model. Beyond these advantages of the proposed
NNBCs compared to classical control approaches, utiliza-
tion of LSTM layers in the neural controllers such as in our
proposed controller may make designing high-performance
neural model reference control architectures possible.

As the main contribution of this work, we propose NNBCs
which involve feedforward and recurrent layers rather than
classical feedforward neural network-based controllers for
biped robot locomotion control. Since the biped robot model
shows hybrid dynamic behavior due to changes between flight
and stance phases for each leg, we expect that the recurrent
layer which consists of LSTM type neurons may contribute to
tracking these changes and control locomotion successfully. As
a second contribution, to support this idea the proposed hybrid
neural controllers are utilized in various combinations where
they are placed in the feedback loop and feedforward paths.
Moreover, these are also employed together with PID control-
ler for gait control. As a third contribution, we proposed two
NNBCs which generate position and torque outputs. By using
these neural controllers we have performed various simula-
tions under varying ground conditions. The results of these
simulations are analyzed within the scope of this paper to dem-
onstrate the superiority of proposed NNBCs against its CPG
and PID type controller alternatives. As a final contribution,
generalization abilities of proposed NNBCs are demonstrated
and the effects of hyperparameter selection such as network
size, mini-batch size and L, regularization are reported in
the generalization performance depending on the placement
of controller. Our results indicate that the proposed NNBCs
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perform better in many cases for a wide range of ramp angle,
walking speed and rough terrain environment than their CPG
and PID based counterparts.

2 Problem Definition

This paper focuses on biped robot locomotion control by using
NNBCs which consist of feedforward and recurrent layers.
In this section, we present biped robot model, CPG which is
employed to generate data sets and basics of hybrid neural
network architecture which will be utilized in control of two-
legged robot.

2.1 Biped Robot Model

The two-legged robot used in this study consists of a point
mass hip, 4 rigid limbs and 6 joints, as shown in Fig. 1 and its
equations of motion, which are given in the Appendix 1 for the
sake of completion can be obtained by using standard methods
of mechanics, see e.g. [27] for further information. Moreover,
horizontal and vertical friction and ground reaction forces are
also modeled with parallel spring and damper between the
ground-contacting foot and the ground as seen in Fig. 1.

The generalized coordinate vector of the biped robot system
can be found in a similar way to [62, 63] and it is represented
with the 6 degrees of freedom as shown below:

q:[xl’x2791792793,94}T. (1)

The robot model is controlled with the torques created in
the six joints which are at hip, knee, and ankle joints at both
legs as follows:

A ———_—_
LLeft & Right Hip Joint ”

——_ s

ITN
0,/ 0 I,
2 d Mg YN N
N —
Left U N (RighﬂH
Knee / m;g m;g N I Knee “
Joint; T T\ LJoint |
« \
l,l I
[ 0; AN
;‘F Left 0,2, 2 W
I Ankle| Fyy /’ \\
|_Joint s m:g

Fig. 1 Representation of biped robot model joints, limbs, torques, limb
angles, and interaction with the ground

T:[TrlaTr27Tr3aTr47Tr57Tr6]T' (2)

In the single support phase, ankle torque of the foot which
is in the flight phase does not affect robot model dynamics
so ankle torque of that foot is excluded from the torque vec-
tor in Eq. 2.

The elastic ground contact model which is defined with
parallel spring and damper permits horizontal and verti-
cal movement of the support feet such as slip over walking
surface and sinking through the ground. Thus, the degree
of freedom of the robot model does not decrease at single
or double support phases, which is different from [62, 63]
where hard ground contact model is utilized. Under these
conditions, the biped model becomes a fully-actuated sys-
tem at the double support phase. However, the removal of
ankle torque in the flight phase makes the overall system
underactuated in the single support phase. Moreover actu-
ated ankle joint makes it possible to perform static stable
walking [64]. In addition to joint torques, ground reaction
and frictional forces also affect the robot movement during
the stance phase of each leg.

The parameters utilized in the Fig. 1 are described in
Table 1. The ramp angle between the walking plane and the
ground plane is not shown here, in order not to complicate
the figure.

2.2 Central Pattern Generator

Since our aim is to utilize NN structures to control the
motion of biped robots, we need meaningful data represent-
ing successful walking for the training of our proposed net-
works. CPGs which consist of combination of rhythm gen-
erators produce periodic waveforms for joint angles and/
or torques to provide stable and periodic locomotion, see
e.g. [65]. Taga et al. [27] showed that coupled structure of
CPG and biped robot is capable of performing stable loco-
motion by choosing the parameters of CPG, appropriately.
Unfortunately, an analytical method to choose appropriate

Table 1 Explanation of terms used in robot model

Paramater Description

X1,X2 Horizontal and vertical hip coordinates
91 5 92, 03, 94 Limb angles

L, Lower and upper leg limb lengths
my, ny Mass of upper and lower leg limbs

g Gravitational acceleration

M Body mass

T, T2, T3, Thay Tys, Tre
FglaFg27Fg37Fg4

k

d

Torque values and directions
Ground reaction and friction forces
Spring coefficient

Damping coefficient
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parameters is not known and the whole tuning should be
done manually. We utilize this CPG driven two legged robot
model to obtain the data set related to successful walking,
see [27]. The utilized CPG equations take feedback from
the biped model which has interaction with the walking
surface and calculates the torques which will be applied to
robot model joints. In detail, the CPG model utilized in this
work consists of one Matsuoka oscillator per joint, hence the
total structure contains 6 such oscillators as demonstrated
in Fig. 2. Moreover, each oscillator contains one primary
and one supplementary leaky integrator neuron. Hence, CPG
structure contains 12 coupled leaky integrator models as
given below (i = 1, ..., 12):

12
7'lu, = —u; + Z WilVj — ﬂV[ “+ ug + Feed,-(x,k), (3)
ij=1
7'1«,\'/1' ==V, +, (4)
yi = max(0, u;), (5)

where variables u;, wy, ¥;, vi, uo, Feed;, T; and 7'; correspond
to internal state of i”” neuron, coupling coefficient from j”
to i neuron, output of j neuron, self-inhibition of the i”
neuron, speed excitation level input, feedback from the biped
platform to i” neuron where (x, x) are the biped internal
states, and time constants, respectively. Robot model feed-
back connections are taken into CPG model with Feed;(x, x
) function which is detailed in the Appendix 1. The outputs
y; of CPG are utilized to generate the joint torque inputs for
the biped as

f : flexor, e : extensor flexor neuron
Wy p}
f
BTV | S x4
hip unit w w\ i < ,
oscillator V7| " | w, [Vl |Wre T
——’—— Pe
< Wy y
\ /" “extensor neuron
Whia hka
mmmee__Pf Knee (k)
knee unit ]‘T TI Il . -
. Wrel| |Wre ] { Wrel |Wre
oscillator por Ne 3
o L R
N W pek
________ pf
i Y a4
ankle unit IT T] %
wr| |w, wy| w
oscillator f; \fe e T Ankle (a)
- e
e —»
left right right leg

Fig. 2 Neural rhythm generator. Weights of interconnections are
represented with wg W, Wi, and neural thythm generator torque

multipliers are shown with p}, ph, p;“-, Pk, D De
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T = plys — pjy1, Tra = plys — plys, (6)
Tos = plys — pkys, Tra = phys — pfys, (7)
Tys = (peyio — pfyo) max(0, F2), (8)
Trs = (pey12 — pfyi) max(0, Fea), 9)

where pf, pk, pf, pi, pf, and p¢ coefficients correspond
to torque multipliers which are again manually hand-
tuned to generate stable locomotion. The speed excita-
tion value uy is a tonic input that has an amplifying
effect on the oscillation amplitude of CPG as given in
Eqs. 3-5. Increase of oscillation amplitude results in
higher joints torques which cause higher acceleration of
limb movements as shown in Egs. 6-9. Hence, the CPG
driven robot model walking speed increases with
increasing speed excitation value. For further informa-
tion, see [27].

2.3 Neural Network Based Controller Design

The use of NNs as controller, which is currently a widely
investigated research topic, allows the addition of nonlin-
ear plant dynamics that are ignored or linearized because
of the limited parameter space of classical controllers
during the controller design process, see e.g. [66]. With
this motivation, we propose hybrid neural network (HNN)
structures which consist of feedforward and recurrent
layers as controller for biped locomotion control in this
work.

Generic form of a multi layer feedforward NN is
demonstrated in Fig. 3. Typically inputs of a layer are
multiplied with weights and their summation is passed
through a nonlinear activation function to obtain the out-
puts of this layer. This process is repeated till the output
is calculated.

Let us denote the input vector as x and the output vector
as o. Their relation may symbolically be given as:

0=F(W,x), (10)

where F is a nonlinear function and W symbolically repre-
sents the weights of NN. Let (x, d) be an input/output pair in
our training set and E be any meaningful cost function which
measures the closeness of d and 0. The basic problem can be
recast as an optimization problem as given below:

Wop :r%‘l]nE. (11)

This optimization can be achieved by using the well-known
back-propagation algorithm, see [31].
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Fig. 3 Feedforward NN where Wy, W,, W3 and W, show the weight
matrices of layers
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Fig. 4 Recurrent layer with LSTM neuron cells where z~! denotes one
step time delay
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Figure 4 shows the generic structure of a LSTM recurrent
layer where neurons have recurrent connections from other
neurons in the same layer and also external input connec-
tions. In this case, each LSTM cell has an output y[¢] as well
as an internal state c[¢]. Symbolically, if W represents the
weights of the RNN shown in Fig. 4, the input-output rela-
tion can be formally represented as:

y[t] = F(Way[t - 1]7x[t])7 (12)

where F is a nonlinear function which depends on the acti-
vation functions utilized in the LSTM cell. Now assume
that (x[z],d[s]) is an input/output sequence in the training
set. The problem is to choose appropriate weights W such
that when the input sequence is x[¢], the output sequence
y[t] is sufficiently close to the desired output sequence d|¢].
Similar to (11), this could also be recast as an optimization
problem.

A classical way of solving the optimization problem
given by (11) is to utilize the well-known gradient descent
approach. In this case, the weights are symbolically updated
as follows:

Wk+1:Wk_aaa—y€ka (13)

where the term OE/OWy is called as the error gradient,
and o > 0 is the learning coefficient. This process is typi-
cally implemented in the well-known back-propagation
algorithm which consists of subsequent application of
forward propagation and error back-propagation phases,
see e.g. [31].

2.3.1 Forward Propagation

The general structure of NNBCs to be used in this study
is presented in Fig. 5 where the combination of feedback
connections from the robot platform and external reference
inputs constitute input sequence x[¢] which is given to the
LSTM layer. Then, the output of the recurrent layer is given
to the feedforward layer as input. After that, the feedforward
layer performs the linear regression process by taking the
weighted average of the inputs and it constitutes regression
output sequence o[t] which is the joint torques and/or limb

Torque/Angle
Output
Sequence

(o[t])

Regression
Layer
Olt] - o[t])

Fig. 5 Proposed HNN based controller structure. Inputs and outputs of recurrent layer (LSTM layer) are presented with x[¢] and y[¢]. In a similar way,
inputs and outputs of feedforward layer (regression layer) are shown with [¢] and o[¢|
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angles as the output of the NNBC depending on the control
scenario. Throughout this work, NNs have been trained with
N = 1000 steps long patterns starting at £y = 0, ending at
t; = 10 seconds and sampled with # = 0.01 second time
intervals.

LSTM neuron model has four inner gates and two states
whose recurrence relations are well-known and are omitted
here for brevity, see e.g. [33, 67]. The output of LSTM cell
is denoted with the hidden state and it is expressed by y[t]
at time step ¢. In our proposed network architecture the hid-
den state y[¢] is given as input to the subsequent feedforward
regression layer.

In this study, feedforward layer at output of the network is
used as regression layer. Parameter matrix of the feedforward
layer neurons is expressed by the variable Wy,,,. Feedforward
layer inputs are chosen as expanded version of outputs of pre-
vious recurrent layer. Torque/angle output of the neural con-
troller o[¢] at the time ¢ is calculated as:

o[t] = annj)[t] ’

where p[7] = [y[f] 1]".

(14)

2.3.2 Back-Propagation

As explained above, the weights of NN are chosen to
minimize an appropriate cost function. Assume that
(x[7]),d[f]) is a given input/output pattern in the training
set. Then, error metric to be used in Eq. 11 is chosen as
given below:

N

E =53 (oll] - d1)’. (15)
Hence, to update any weight W in the NN, we need to com-
pute the error gradients OE/0Wy, see Eq. 13. To this end,
error gradient with respect to regression layer parameters
is calculated with classic back-propagation under the half
mean square error metric and it is used to update the param-
eters of Wp,, matrix via Adam optimizer, see [42]. After
that, we utilize the well-known Back Propagation Through
Time (BPTT) algorithm to compute the error gradients of
the recurrent layer, see e.g. [68]. Application of this tech-
nique to find the error gradients with respect to the weights
of LSTM parameters are omitted here for space limitations;
they are rather straightforward and could be found in the
literature, see e.g. [69].

As a final note, the cost function given by Eq. 15 is given as
a standard error metric. When L, regularization is utilized, this
cost is augmented with the term (L, X7 X/ (2n)) where Xy rep-
resents the weights of the network. The actual implementation
of optimization will be performed by using the well-known
Adam optimizer, see e.g. [42].

@ Springer

3 Methodology

In this section, we explain three different scenarios that
are generated for evaluating stable locomotion generation
performance of NNBCs. To this end, training, validation
and testing data sets are generated for each of these scenar-
ios. Then, NNs are trained to produce desired output data
for the input data of patterns in the training set. Lastly,
the most successful NN architecture is determined for the
locomotion control problem.

3.1 Data Set Preparation

The two-legged robot driven by the CPG with the manual
tuning of its parameters as in [27] is used for different
speed excitation values and ramp angles to generate dis-
crete data sets to be used in the training, validation and
testing of NNs. In the scope of this work, ramp angle and
speed excitation values are chosen as constants during
walking simulations. Here, ramp angle value determines
the slope of the walking environment and speed excitation
value affects walking velocity by amplifying oscillations
of CPG. Due to the limitations of CPG model, the robot
model is not expected to achieve stable locomotion for
each ramp angle and speed excitation value combination.
Therefore, CPG-driven movements need to be classified
as successful and unsuccessful gait patterns. To achieve
this, CPG driven locomotion patterns are examined by an
expert and motion patterns which have continuity are
selected as successful locomotion patterns. Then, impor-
tant metrics are determined to automate the detection
of walking success such as 0.6 m/sec minimum average walk-
ing velocity, 0.6 m minimum hip height, 0.2 m maximum
jumping height and ankle positions. After that, these met-
rics are utilized in both data set generation and NN con-
trolled walking success evaluation.

Training, validation and testing data sets are separately
produced by using different ranges of ramp angles and
speed excitation values to prevent over-fitting problem.
In this context, 40 uniformly distributed speed excitation
values in the range of [3 10] and 31 uniformly distributed
ramp angle in the range of [ — 7 7] degrees are selected
to form the training data set. The robot model is driven
for 1240 different combinations of these ramp angles and
speed excitation levels by CPG controller. As a result, 398
of these 1240 combinations are determined as stable walk-
ing patterns. Similarly, for the validation data set, 30 dif-
ferent speed excitation values in the range of [2 11] and
30 different ramp angles in the range of [ — 8 8] degrees
are run together. Before the robot model is driven for 900
different combinations of these ramp angle and speed
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excitation level by CPG controller, conflicting ramp angle
and speed excitation value combinations with the previous
1240 combination are eliminated from trial set. Hence,
independence between data sets is preserved. Under these
conditions, 195 stable walking patterns are obtained for
the validation data set. Finally, in order to construct a test
data set, 31 different speed excitation values in the range of
[1 12] and 30 different ramp slopes in the range of [ — 9
9] degrees are selected. Conflicting combinations with
previous sets are eliminated again. thus, 148 stable walk-
ing patterns, which are different from the previous data
sets, were obtained on the 930 configurations. Accord-
ing to successful locomotion criteria, CPG-driven biped
robot model becomes successful at 32.1% of the training
set combinations, 21.67% of the validation set combina-
tions and 15.91% of the test set combinations. Details are
summarized in Table 2.

To speed up the training of the NNBCs, which are
described in the following subsections, produced data set
input and output patterns are passed through decimation
operation which is a signal processing technique about
decreasing sample points in sequences without causing alias-
ing distortion. Inputs and outputs of CPG driven biped robot
model which is simulated at a rate of 10 KHz for 10 seconds
long are filtered with equiripple low pass filter which has
100 Hz passband cutoff frequency. Then, downsampling
operation at a rate of 100 to 1 is applied to filtered data. In
this way, decimation operation is completed without losing
important information. After that, these locomotion data sets
are re-scaled to fit the [ — 0.5 0.5] range in order to facilitate
the training process and allow the usage of different neuron
activation functions. Thus, robot model input and output
data which are re-scaled and re-sampled at 100 Hz are pro-
duced for generating various supervised learning data sets.

Within the scope of this work, the performance of
NNBC:s is evaluated at three scenarios. In the first scenario,
joint torque generation capability of the neural controller is
evaluated in a closed loop system where the neural controller
takes feedback connections from the robot model and speed
excitation input directly. In the second scenario, reference
limb angle producing ability of neural controller structure

Table 2 Data set generation with central pattern generator driven
biped robot platform

Excitation Ramp

Experimented Successful Successful

Value Angle Configuration Walking  Walking

Interval  Interval ~ Number Number  Percentage
Training  [3 10] [—7°7°] 1240 398 32.1%
Validation [2 11] [—8°8°] 900 195 21.67%
Testing [112] [—9°9°] 930 148 15.91%

is examined with respect to ramp angle and speed excita
tion value inputs. In this scenario proposed limb angles are
tracked with a PID controller. In the third scenario, neural
controller replacement of PID controller is performed and
joint torque generation capability of the neural controller is
evaluated by taking reference and actual limb angles. To this
end, three different input-output data set have been produced
from the re-scaled and re-sampled locomotion data sets as
detailed in the following subsections.

3.1.1 Torque Control Data Sets

In the first scenario, NNs are assigned to generate torque pat-
terns according to speed excitation input and feedback taken
from the biped robot platform, as listed in detail below:

* 6 Output data sequence [Dimensions: 6x1000]
— Joint torques: 7,; where i = 1,...,6
* 32 Input data sequence [Dimensions: 32x1000]

— 12 Feedback connections: Feed;(x, x) where
i=1,..,12

— 4 Limb angle states: §; wherei =1, ...,4

— 14 Velocity states: x; where i = 1, ..., 14

— 1 Speed excitation level

— 1 Bias term

3.1.2 Position Control Data Sets

In the second scenario, NNs are assigned to generate limb
angle patterns according to speed excitation value and ramp
angle inputs, as given in detail below:

* 4 Output data sequence [Dimensions: 4x1000]
— Limb angles: §; wherei =1, ...,4
* 3 Input data sequence [Dimensions: 3x1000]

— 1 Speed excitation value
— 1 Ramp angle in degree
— 1 Bias term

Note that, different from the torque control scenario, NN
takes ramp angle information as an input because the neural
controller needs to run without feedback connections from
the robot platform so it does not have the opportunity to
observe the walking environment, indirectly.

3.1.3 PID Controller Data Sets

In the third scenario, NNs are assigned to generate torque
patterns according to reference limb angles and limb angle

@ Springer
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feedback taken from the biped robot, as shown in detail
below:

* 6 Output data sequence [Dimensions: 6x1000]
— Joint torques: 7,; where i = 1,...,6
* 8 Input data sequence [Dimensions: 8x1000]

— 4 Reference limb angle states: §!" where i = 1,...,4
— 4 Limb angle states: 6; wherei =1, ...,4

Different from two previous data sets, joint torques are out-
puts of PID controller which is tuned to track CPG driven
robot limb angles in a closed loop system. Details of PID
controller is given in the related subsection.

3.2 Torque Controller Implementation

In the first control scenario, closed loop NNBCs are assigned
to generate joint torque values. Note that in this scenario,
the neural controller receives (external) speed excitation
level and (internal feedback) biped robot states signals as its
inputs, as shown in Fig. 6. In this scenario, NNs are trained
via torque control data set which is extracted from CPG
driven biped robot model walking data as explained, previ-
ously. We intuitively expect that taking feedback directly
from biped robot and indirectly from environment should
increase the stability of locomotion and robustness against
the external disturbances. Thus, larger action space may be
obtained while stability is preserved due to the generaliza-
tion ability of NNBCs.

3.2.1 Neural Network Architecture Design

NN architecture has key importance in control performance.
For this reason, different network architectures are trained
and tested to find the most appropriate architecture for torque
control problem. Since the torque control requires continu-
ous output in an interval, regression layer is added to the end
of the NN architecture, as shown in Fig. 5. Moreover, the
robot model has a hybrid dynamic structure due to changes
between flight and stance phases for each leg. When a foot

Walking
Environment

Robot States
Output

Neural
Controller

Excitation
Input

Biped Robot
Platform

Joint Torques
(Trlr Trzr Tr3r Tr4v T‘I‘SJ Tr6)

Fig. 6 Torque control diagram
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is not in contact with the ground in the flight phase, ankle
joint torque does not affect system dynamics. However ankle
joint torque, ground reaction and friction forces affect sys-
tem dynamics while the foot is in contact with the ground in
the stance phase. Therefore, these walking phase changes are
needed to be tracked for high-performance control. For this
purpose, at least one recurrent layer is decided to be added
to NN architecture. By considering these points, five differ-
ent NN architectures in which different numbers of feed-
forward and recurrent layer with various neuron numbers
are used to find the most appropriate NNBC architecture as
reported in Table 3. In addition to these, feedforward layer
between LSTM layers is also used to diversify the tested
architectures. Finally, all networks are ended with six neu-
rons including feedforward regression layer.

After training, two different tests are applied to measure
the competence of these hybrid networks.

In the first test, trained HNN structures are tested to
determine their stable locomotion controlling capability
over training, validation and testing set configurations in
the simulation environment. In detail, neural controllers
are tested for all configurations which are used in the form-
ing of data sets independent of the CPG success. In these
simulations, bias term, excitation input values and feedback
connections taken from the robot model are given to NN as
input. Then, output of the neural controller which consists
of six torque values is given to the robot model. To avoid
overfitting, neural network weights that perform the high-
est validation set walking success percentages throughout
the training process are chosen and they are utilized to find
walking success percentages in other data sets. After the
simulations, robot model movements are evaluated with suc-
cessful walking criteria which are determined in data set
generation. Then, results are reported in Table 3. Hence our
aim is to observe whether the neural controller generates
stable locomotion for the cases where CPG is not successful.
In the second test, input sequences in torque control train-
ing, validation, and test data sets are given to the network,
and outputs are compared with the desired output sequence.
The mean squared error metric is applied to the difference
and reported as approximation error in Table 3. Different
from the first test, the second test is applied only for patterns
where CPG is successful to generate stable walking while
the first test is applied for each configuration of data sets
regardless of CPG walking success.

The smallest NN architecture consists of one recur-
rent layer with 50 neurons and one regression layer with
6 neurons in Configuration #1. Configuration #2 includes
two recurrent layers different from Configuration #1.
While high number of recurrent layer utilization is benefi-
cial for decreasing training set approximation error, it also
decreases the test set walking success percentage. Feedfor-
ward layer addition between recurrent layers is tested with
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Configuration #3 and #4. Small number of intermediate
feedforward neuron utilization generally become more suc-
cessful than high number of neuron utilization. Finally, a
high number of neuron utilization in single recurrent layer
is examined in Configuration #5. It is interesting to see that
approximation error and walking success percentage metrics
do not show high correlation in data sets. Although Configu-
ration #1 has the highest testing set approximation error, it
has the highest testing set walking success rate. Moreover,
Configuration #1 can be trained faster than other controller
networks because of its small network size. In this context,
Configuration #1 is selected as the most appropriate neural
controller architecture due to its high testing set walking
success rate and small network size. Therefore, this control-
ler architecture is utilized in the continuation of this study.

3.3 Position Controller Implementation

In the second control scenario, NNBCs are assigned to pro-
duce limb angles while they are taking speed excitation, ramp
angle external inputs. Produced limb angles are tracked by a
second closed-loop controller, as shown in Fig. 7. In this
scenario, NNs are trained via position control data sets which
is extracted from CPG driven biped robot walking data as
explained in previous related subsection. Since the NN archi-
tecture Configuration #1 in Table 3 is successfully employed
in torque control scenario which require relating 32 inputs with
6 outputs, it is reasonable to assume that the same configura-
tion should also perform sufficiently well for position control
scenario which include only 3 inputs and 4 outputs.

3.3.1 PID Controller Design

In the position control simulations, reference limb angles (6;,
i=1,2,3,4) for the limbs of biped robot in Fig. 1 are pro-
duced by the neural controller in feedforward path and joint
torques (7,;,i = 1,2, ..., 6) are calculated with PID controller
as shown in Fig. 7. To achieve this, four limb angle input is
associated with six torque output by six PID controllers, which
use the same controller parameters, as given in Eqgs. 16-24:

et = 0™ — 0:[f], for i=1,2,3,4, (16)
&l =0 — 0,]1), for i =1,2,3,4, (17)
se;lt] = lg;r(a';"[i] —0,[i]), for i=1,2,3,4 (18)
Talt+1] = L(Kye 1] + Kisei [1] + Kqen[t]), (19)
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T [l + 1] =1 (Kp€2 [t] + K;se, [l] + Kié [Z]), (20)

T3 [t + 1] =1 (KPE] [f] + K;sey m + K, é [f])

—h(Keslt] + Kises|t] + Kaés[d]), (21)
QR LT
Tslt+ 1) = h(Kyesll] + Kisesll] + Kaés[d), (23)
Tro[t + 1] = L(Kpea[t] + Kisea[t] + Kaéa[t]), (24)

where 61", i = 1,2, 3,4 is the output of neural position con-
troller and 6;, i = 1,2,3,4 is the actual limb angles of right
upper leg, left upper leg, right lower leg, left lower leg,
respectively. /; and I, are inertia of lower and upper legs,
respectively.

First, it is required to determine a suitable performance
metrics for tuning controller parameters used in Eqs. 19-24.
In our problem, one intuitive performance metric may be
considered as approaching to the torque output of CPG
(Tr rCP @) with the PID controllers for each of n = 398 training
data set patterns as:

min Xn: %%(Tl [ — D[A)?

Ky KiKa 21 1=1
s.tK, K, Ky >0

where 7y[] = TF/PVR AR (25)

nl = 17"V

TPIP:Joint torques of PID controller

TCPC:Joint torques of CPG controller.

Unfortunately, due to the highly nonlinear structure of biped
robot dynamics and CPG, the optimization problem given
by (25) is not tractable and not efficient as well for such
a tuning process. For this reason, analysis of all walking
duration of PID controlled driven biped robot is chosen to
determine appropriate performance metrics. To achieve this,
desired robot limb angles (0;, i = 1,2,3,4 ), which exist in
position control training data set as output data sequence,
are given as reference input to the PID including closed-loop
system instead of neural controller outputs (07", = 1,2,3,4)
in Fig. 7. After the simulation, walking data is classified as
successful or not by using criteria such as minimum dis-
placement, maximum jumping height, falling, etc. By using
these ideas, we developed a heuristic metric fy,ccesss Which
tries to maximize the successful walking over the training
set patterns, and the associated optimization process could
be given as:
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n

o 09 K, K K
&%%dj;fwccess(i’,o Ky, Ki, d)

s.t.K,, Ki,Kqg >0
where r : ramp angle
00107, 69). 6, 6.

In this way, the highest success rate is acquired with
K, = 2000, K; = 400 and Ky = 150 and these parameters
are employed in the PID controllers in the remaining part
of the study.

3.4 Neural Network Replacement of PID Controller

In the third control scenario, PID controller is replaced
with a neural controller as shown in Fig. 8 as an
extension to neural position controller experiments
in feedforward path. For this purpose, NN architec-
ture Configuration #1 in Table 3 is utilized because
of its success in closed-loop torque control problem.
The proposed closed-loop neural controller takes four
reference limb angle values (6"[¢f] ) from the neural
controller in the feedforward path and four biped robot
platform limb angles (6"t — 1] ) at time ¢ as input.
Then, the neural controller calculates six torque out-
puts (7,[f] ) at time ¢.

In the training set generation of the closed-loop NN, PID
controller is utilized over position control training data set
patterns. To this end, reference limb angles, instant biped
robot limb angles, and PID torque outputs are recorded for
training patterns. After that, four different neural network
configurations are trained as shown in Table 4. Among
these, LSTM layer or feedforward layers with hyperbolic
tangent activation functions are utilized at hidden layers.
When feedforward neurons are utilized in hidden layers,
neuron numbers are chosen to give similar number of tun-
able neural network weight to LSTM layer utilization. In
the training, Adam optimizer is utilized with a technique
similar to early stopping method. Under these conditions,
the lowest error rate was obtained with a combination of
L, = 0 and 50 LSTM neuron number. This NN is utilized in

position control experiments and results are reported in the
later subsection.

It is interesting to see that, different from the torque con-
trol problem nonzero L, regularization constant resulted in
higher training set error and in lower walking control success
compared to zero L, training configurations. This situation
may be related to the inability to learn training set patterns
with L, regularization.

4 Results and Discussion

In this section, proposed NNBCs’ stable locomotion con-
trolling capacity with biped robot platform is evaluated
under varying ground conditions and various metrics. Then,
NNBCs are compared with each other and CPG controller
which is utilized in training set generation. Finally, the simu-
lation results are discussed.

4.1 Torque Control Simulations

Generalization capability limits of proposed NNBC archi-
tecture are investigated with the utilization of different L,
regularization constants and mini-batch sizes at the training
stage. Mini-batch size (M) means the number of patterns that
are utilized to update network weights together. L, regulari-
zation is a weight decay method that is employed to improve
the generalization capability of the network, see e.g. [70].
Employed mini-batch sizes and L, regularization constants
are given in Table 5. NN parameters are recorded at specific
epoch intervals during training. After the completion of the
training stage, the recorded network parameters are used to
measure the capability of stable gait generation on the train-
ing, validation and testing data set configurations.

Reported success rates in Table 5 are obtained by per-
forming walking simulation for each ramp angle and speed
excitation value combinations given in Table 2. For this
reason, reported success rates for each data sets needs to be
compared by CPG values in Table 2 while concluding about
the superiority of proposed NNBC architectures. To this end,
the NN training configurations that achieved higher success
than the CPG are marked in bold in Table 5. Note that CPG
is utilized in obtaining the data set with which the NNs are
trained. Clearly, the higher performance of neural controllers
as compared to CPG is a result of their generalization ability.

The highest validation set walking success percentage
is obtained for L, = 0.5 and M = 199 configuration. The
NN controlled walking success rate changes throughout
the training process as shown in Fig. 9. One reason for it
could be the possible over-fitting problem in the later stages
of training. To avoid this problem, the NN weights which
provide the highest validation set walking success rate are
chosen from recorded network weights for each training
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configuration. Then, selected network weights are employed
to reach reported walking success percentages on training,
validation and testing data sets in Table 5. Thus, the problem
of over-fitting is avoided by applying a technique similar to
early stopping.

The training configuration of L, = 0.5 and M = 199
reached the highest success in all data sets at the 4000th
epoch. Therefore, the NN which uses these weights
is found as the best torque controller and it is referred
to as “selected controller” in the remaining part of the
subsection. To examine the performance of the selected
controller, mean squared error between torque outputs of
CPG and the selected controller is given for each training,
validation, and testing data set patterns in Fig. 10. When
Fig. 10 is examined, it is observed that the difference
between the two controller outputs is higher for patterns
at the outer boundaries of the data sets. It is also observed
that the selected controller is more sensitive to the change
of ramp angle than the speed excitation value changes.
The difference between the two controllers has a tendency
to increase for combinations of high speed excitation and
ramp angle values.

In order to understand the effect of observed differences
between controllers on the locomotion controlling per-
formance, walking tests are performed in the simulation
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Fig. 8 Position control diagram

environment for ramp angle and speed excitation configu-
rations shown in Fig. 11. As can be seen in Fig. 11, the
selected controller has higher success than CPG in all data
sets. In detail, the selected controller reaches higher walk-
ing success compared to the CPG for downhill ramp angles
in the training, validation and test data sets. Similarly, the
selected controller shows higher success than CPG for uphill
ramp angles in the training and testing data sets. CPG shows
higher success for uphill ramp angles than the selected con-
troller in the validation data set. In this context, increasing
difference between selected controller and CPG for patterns
at the outer boundaries of data sets in Fig. 10 apparently
contributes positively to the walking control performance.
To evaluate the noise rejection performance of the
selected controller, walking success of the selected controller
and CPG have been compared under rough terrain condi-
tions. For this purpose, zero mean and unit variance Gauss-
ian distribution is employed in the generation of the random
numbers to make the rough terrains used in the simulation
environment. Nine different walking surfaces with varying
roughness levels have been modeled by using the same ran-
dom numbers in order to ensure equal conditions between
experiments. To achieve this, random numbers are scaled
with the multipliers in [0 0.001 0.002 0.005 0.01 0.015 0.02
0.03 0.04] array. Then, scaled random numbers are added
to the height of the walking surface with 0.1 meter wide
intervals to obtain rough terrain. After that, produced rough
terrain models are added to the inclined ground model on
which selected controller and CPG driven robot moves. The
variation of the walking success of the robot platform which
is driven by the selected neural controller and CPG operated
under these conditions depending on the level of ground
roughness is shown in Fig. 12 and Table 6. For each rough-
ness level, the selected controller reached equal or higher
walking success rates than CPG at all data sets and higher

Table 4 Neural replacement of

PID controller trials Config. #1 Config. #2 Config. #3 Config. #4
Learning constant 0.001 0.001 0.001 0.001
L, constant 0 0.05 0 0
Mini-batch size 199 199 199 199
Hidden layer number 1 1 2 4
Neuron number at each hidden layer 50 50 103 61
Hidden layer neuron type LSTM LSTM FNN (tanh) FNN (tanh)
Regression neuron number 6 6 6 6
Epoch number 51000 60000 15000 10000
Training set walking success percentage 75.4% 0% 39.27% 31.85%
Validation set walking success percentage 68% 0% 35.44% 33.22%
Testing set walking success percentage 55.48% 0% 30.22% 22.37%
Training set approximation error (Nm) 5.17-1073 3.7-107* 52-107* 52-107*
Validation set approximation error (Nm) 5.47-1073 3.76 - 10~* 5.26-107* 5.26-107*
Testing set approximation error (Nm) 5.21-1073 3.59.107* 5.1-107* 5.11-107*
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Table 5 NN driven walking success comparison for torque control
scenario
Data set Mini-batch size
M =1 M=40 M =199
L, =0 Training 29.03% 27.9% 30.4%
Validation 24.44% 14.11% 18.44%
Testing 11.51% 10.32% 9.68%
L, = 0.0005 Training 28.06% - -
Validation 19.44% - -
Testing 12.04% - -
L, =0.005 Training 28.55% 30.73% 24.44%
Validation  28.11% 18.56% 17.67%
Testing 17.96% 15.16% 11.29%
L, =0.05 Training 14.76% 35.65% 48.47%
Validation ~ 35% 13.44% 22.33%
Testing 24.41% 15.81% 23.66 %
L, =05 Training 4.19% 44.35% 53.06%
Validation 10.89% 30.44% 31.22%
Testing 2.69% 25.91% 33.55%

success rates are marked in bold in Table 6. As shown in
Fig. 12, both controllers form a monotonically decreasing
walking success for roughness multipliers of 0.002 and
above. It is seen that the selected neural controller and CPG
cannot perform successful locomotion on any data set for
roughness multipliers of 0.04 and above.

Fig.9 Walking success change of 60
T T

Locomotion Success Percentage vs Epoch Number

4.2 Position Control Simulations

Generalization capability limits of NN controller in the feed-
forward path architecture are investigated with the utilization
of different L, regularization constants and mini-batch sizes
in the training process. Employed mini-batch sizes and L,
regularization constants are given in Table 7. NN parameters
are recorded at specific epoch intervals during training. After
the completion of the training stage, the recorded network
parameters are used to measure the successes of stable gait
controlling in training, validation and testing data sets. Dur-
ing locomotion tests, PID controller is utilized in the closed
loop.

The highest validation set walking success rate is obtained
forL, = 0.05and M = 199 configuration. The NN controlled
walking success rate changes through the training process as
shown in Fig. 13. As compared to Fig. 9, now we have more
oscillatory behaviour in the success rate change during train-
ing. To avoid over-fitting possibility the network weights
which provide the highest validation set walking success
rate are chosen from recorded network weights for each
training configuration. After that, selected network weights
are used to obtain walking success percentages on training,
validation and testing data sets given in Table 7. In Table 7
the NN training configurations that achieved higher success
than the CPG are marked in bold. Note that CPG is utilized
in obtaining the training data set. Clearly, the better perfor-
mance of neural controllers as compared to CPG is a result

selected neural controller on data
sets during training
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<« Fig. 10 Calculated torque output difference between CPG and the
selected controller for all patterns in each data set

of their generalization ability over all data sets. Therefore,
NN which uses weights for configuration of L, = 0.05 and

M = 199 at the 37500th epoch is the best position controller
and it is referred to as “selected controller” in the remaining
part of the subsection.

The selected controller has higher success than CPG in all
data sets as shown in Fig. 14. In detail, the selected control-
ler reaches higher walking success compared to the CPG for
uphill and downhill ramp angles in all data sets. Similarly,
the selected controller also shows higher success than CPG
for high and low speed excitation values in all data sets.
It is observed that for some speed excitation values in the
range of [6 7.5] selected controller failed as can be seen in
Fig. 14. When the reasons for this behavior are examined, it
is seen that for these speed excitation values robot platform
shows similar behaviors to jumping instead of walking. This
behavior may possibly be due to PID controller structure
used to control robot platform. This problem may possibly
be solved by optimizing PID controller given in equations
between Eqs. 16-24.

4.3 PID Replacement Simulations

In the third control scenario, PID controller is replaced
with a NNBC as an extension to the second scenario. Thus,
selected controller in feedforward path is utilized together
with closed loop NNBC instead of PID controller.

In order to analyze the robustness of proposed NNBC,
CPG controller, selected controller with PID (NN+PID;
Fig. 7) and selected controller with closed loop neural con-
troller (NN + NN; Fig. 8) have been tested on rough terrain
conditions which are the same with the torque control rough
terrain experiments and results are given in Table 8. For each
roughness level, the selected controller with configuration in
Figs. 7 and 8 reached equal or higher walking success rates
than CPG at all data sets. Among two configurations of the
selected controller, closed loop neural controller utilization
in Fig. 8 mostly reaches higher success rates for roughness
multiplayer of 0.01 and below. After this level, PID utiliza-
tion as closed loop controller in Fig. 7 generally give better
results on data sets. Here we note that NN is trained with
flat terrain data, but nevertheless it still shows acceptable
performance for rough terrain walking. This behavior may
also be related to the generalization ability of NNBCs.

When controller performance on position control scenario
in Figs. 7 and 8 and closed loop controller performance on
torque control scenario in Fig. 6 are compared with each
other, position control structure given in Fig. 8 performs bet-
ter than the other configurations. In addition to this, for the

high roughness multiplier values position control structure
given in Fig. 8 is less successful compared to PID controller.

4.4 Controller Sensitivity Analysis

In most of the control applications, there are differences
between the mathematical model which is used to design the
controller and the actual plant that needs to be controlled so
good controllers should work in a harmonious and resistant
way against small variation in plant dynamics and exter-
nal disturbance, respectively. In this subsection, sensitivity
analysis of proposed NNBCs is reported against changing
robot weight in the simulation environment. To this end, it
is decided to increase the weight of each mass on the robot
model and compare the resulting walking success rates for
CPG and proposed NNBCs. This analysis can be thought of
as another way of checking the existence of over-fitting to
robot model dynamics in the simulation environment.

During this analysis, NNBCs are not retrained with
weighted robot models to satisfy fair comparison. In order to
analyze the sensitivity of proposed NNBCs, CPG controller,
selected controller for torque control scenario (NN; Fig. 6),
selected controller with PID for position control scenario
(NN + PID; Fig. 7) and selected controller with closed loop
neural controller for position control scenario (NN + NN;
Fig. 8) have been tested with increasing robot model weight
and obtained results are given in Table 9. For each data set and
robot weight increase level, the highest walking success rates
are marked in bold in Table 9.

For each weight level, the selected NNBCs reached higher
walking success rates than CPG at all data sets. Among three
configurations of the selected controllers, the selected con-
troller with closed-loop neural controller for position control
scenario (NN + NN; Fig. 8) reaches the highest training and
validation data set performances. Later, selected controller
with PID for position control scenario (NN + PID; Fig. 7)
reaches the highest testing data set performance. Finally,
the selected controller for the torque control scenario (NN;
Fig. 6) outperforms CPG for each weight increase percent-
age but it reaches lower walking success rates than posi-
tion controllers similar to rough terrain experiment results.
These results may be related to the generalization ability of
NNBCs.

4.5 Joint Torque Limitation Analysis

Successful real-life implementations of legged locomotion
controller algorithms have to be able to work in a harmoni-
ous way with various physical constraints of robot plant such
as actuator torque and speed limitations. For this reason, it is
important for a locomotion control algorithm to be able to
work under some constraints with adequate performance. To
this end, we applied torque optimization to proposed NNBCs
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Fig. 11 Successful locomotion
generation capability of selected
controller and CPG for different
ramp angle and speed excitation
value combinations in the data
sets
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Fig. 12 Successful walking percentages of the selected controller and
CPG for different roughness multipliers

and we tested CPG and NNBCs under torque limitation

which is the 25% of the highest joint torques generated

Table 6 Rough terrain torque control experiments

Roughness Data Configuration
Multiplier Set CPG NN
0 Training 32.1% 53.06%
Validation 21.67% 31.22%
Testing 15.91% 33.55%
0.001 Training 34.92% 54.68 %
Validation 22.56% 30.78%
Testing 17.1% 31.61%
0.002 Training 34.84% 53.31%
Validation 23.22% 29.78 %
Testing 17.42% 31.29%
0.005 Training 30.4% 48.47%
Validation 21.33% 25.44%
Testing 15.38% 25.81%
0.01 Training 17.42% 32.58%
Validation 11.67% 16.67 %
Testing 8.17% 17.31%
0.015 Training 6.37% 14.6%
Validation 4.44% 8.44%
Testing 3.23% 8.71%
0.02 Training 2.58% 6.85%
Validation 1.22% 2.56%
Testing 1.4% 4.95%
0.03 Training 0.08% 0.16%
Validation 0% 0%
Testing 0% 0.43%
0.04 Training 0% 0%
Validation 0% 0%
Testing 0% 0%

Table 7 NN driven walking success comparison for position control
scenario

Data set Mini-batch size
M = 40 M = 199
L, =0 Training 59.76 % 49.03%
Validation 46% 45.56 %
Testing 41.61% 34.84%
L, = 0.005 Training 62.1% 53.15%
Validation 53% 44.56%
Testing 37.96% 40.75%
L, =0.05 Training 68.87% 71.69%
Validation 56.22% 64.67%
Testing 38.39% 55.16%
L, =05 Training 39.35% 69.84%
Validation 22.67% 39.56%
Testing 14.62% 31.08%

by the CPG controller during generation of the training
data set.

To make a fair comparison, CPG is run for training,
validation, and testing set ramp angle and excitation value
combinations under the aforementioned torque limitation,
and resulting success rates are given in Table 10. For the
same purpose, the selected controller for the torque con-
trol scenario (NN; Fig. 6) is trained for mini-batch size 199
and various L, regularization constants by using the origi-
nal training set patterns which are truncated with respect
to torque limit again. Later on, the selected controller with
PID for the position control scenario (NN + PID; Fig. 7) is
optimized by reselecting PID coefficients. To this end, opti-
mization in Eq. 26 is repeated under torque limitation. In this
way, the highest success rate is acquired with K, = 4500,
K; = 0, and K; = 600. After that, the selected controller with
closed-loop neural controller for position control scenario
(NN + NN; Fig. 8) is trained for mini-batch size 199 by using
the original training set patterns which are truncated with
respect to torque limit again. Finally, optimized NNBCs
were tested under torque limitation and resulting success
rates are reported in Table 10. The NNBCs that achieved
higher success than the CPG are marked in bold in Table 10.

Under the 25% joint torque limitation, CPG and selected
controller for torque control scenario encounter a decline
in gait control success but neural controller outperformed
the CPG for L, regularization constant 0.05 over all data
sets. Interestingly, the selected controller with PID for
position control scenario reaches even higher success rates
than its unlimited joint torque performances. This success
increase may be related to the under-optimized situation of
the PID controller. Similar to torque control scenario, the
selected controller with closed-loop neural controller for
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Fig. 13 Walking success change 80
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position control scenario encounters a decline in walking
control success but neural controller outperformed the CPG
again. Based on this data, it may be concluded that pro-
posed NNBCs outperform CPG for 25% joint torque limita-
tion constraint and they may work under constraints with
various success rates.

4.6 Stability Analysis

Bipedal locomotion stability analysis is a complex problem
due to utilized highly nonlinear robot models and diversity
of gait types. For this reason, various ways of measuring
walking stability are proposed in the literature [8-11, 71].
These methods generally impose some artificial constraints
to walking at various levels such as static walking. Unfor-
tunately, these constraints may negatively affect the perfor-
mance of locomotion in terms of speed, efficiency, distur-
bance rejection and etc. metrics [71].

To avoid these side effects, we classify stable locomotion
patterns by measuring average walking velocity, hip height
and detecting falling events as explained in Subsection 3.1.
In this way, the least amount of artificial constraints has been
imposed on the walking in this study. Even though center of
gravity (COG), zero moment point (ZMP), and limit cycle
analyses impose some artificial constraints to gait and some
of them cannot be fully applicable because of point feet of

@ Springer
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the employed robot model in this study, they still may help us
to understand the behavioral characteristic of proposed
NNBCs. For this reason, we utilize COG, ZMP, and limit
cycle analyses in this subsection.

The employed robot model has point feet so support poly-
gon does not exist in the single support phase. To make anal-
ysis similar to COG and ZMP, we redefine support polygon
as the distance between horizontal projections of feet onto
the flat surface independently from ground contact. Even
under this assumption, support polygon shrinks to a single
point when feet are aligned vertically. With this assumption,
we track COG and ZMP throughout walking and calculate
the percentage of walking duration that satisfies COG and
ZMP stability criteria. Table 11 lists COG and ZMP stabil-
ity criteria satisfied walking duration percentages for CPG
and proposed NNBCs on each data set. It is important to
note that these analyses are performed only for successful
walking patterns.

In terms of Table 11, proposed NNBCs have a lower COG
stability criteria satisfying percentage than CPG. Among
NNBCs, position controllers satisfy COG stability criteria
for a slightly lower percentage than torque controller. Based
on this finding, it can be concluded that NNBCs may per-
form less statically stable locomotion compared to CPG and
this situation can be related to the increasing locomotion
success of NNBCs. Unexpectedly, ZMP stability criteria are
fulfilled for slightly shorter durations than COG as shown
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Fig. 14 Successful locomotion
generation capability of selected
controller and CPG for different
ramp angle and speed excitation
value combinations in the data
sets
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Table 8 Rough terrain position control experiments

Table 9  Robot weight increase experiments

Roughness Data Configuration

Multiplier Set CPG NN + PID NN + NN
0 Training 32.1% 71.69% 75.4%
Validation 21.67% 64.67% 68%
Testing 15.91% 55.16% 55.48 %
0.001 Training 34.92% 71.94% 75.4%
Validation 22.56% 64.33% 67.89%
Testing 17.1% 54.84% 55.38%
0.002 Training 34.84% 71.53% 74.76 %
Validation 23.22% 64% 67.33%
Testing 17.42% 54.52% 54.09%
0.005 Training 30.4% 69.44% 73.06%
Validation 21.33% 61.78% 65.78%
Testing 15.38% 54.19% 52.26%
0.01 Training 17.42% 62.98% 67.26%
Validation 11.67% 57.78% 58.89 %
Testing 8.17% 49.78% 47.1%
0.015 Training 6.37% 56.05% 58.06 %
Validation 4.44% 52% 48.11%
Testing 3.23% 41.94% 40%
0.02 Training 2.58% 49.6 % 44.35%
Validation 1.22% 41.11% 37.89%
Testing 1.4% 3591% 31.94%
0.03 Training 0.08% 25.24% 23.31%
Validation 0% 22% 19.67%
Testing 0% 11.61% 17.2%
0.04 Training 0% 0% 0%
Validation 0% 0% 0%
Testing 0% 0% 0%

in Table 11. When we seek the possible reasons for it we
determine that ground reaction forces generated at the stance
phase of the associated leg include high amplitude fluctua-
tions and this situation causes noise in the second derivatives
of state variables which are utilized in the calculation of
ZMP. When trajectories of ZMP are analyzed it is seen that
ZMP oscillates to the back and front of the support polygon
and does not diverge from the support polygon permanently.
The highest ZMP percentages are observed for torque con-
troller NNBCs and the lowest percentages are acquired for
position controller NNBCs. Unfortunately, noise arising
from ground reaction forces prevents making further analy-
sis for our control scenarios.

Another method of determining the stability of legged
locomotion is well-known limit cycle analysis. It imposes
fewer constraints to the gait compared to COG and ZMP
methods, [71]. Thus, more efficient and natural gaits can be
classified as stable walking. In detail, trajectories of the state
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Configuration
Robot  Data CPG Torque Position Position
Weight  Set Controller Controller Controller
Increase (NN) (NN + PID) (NN + NN)
0% Training  32.1% 53.06%  71.69% 75.4%
Validation 21.67% 31.22%  64.67% 68%
Testing 1591% 33.55%  55.16% 55.48%
2% Training  31.29% 54.11%  71.05% 75%
Validation 21.78% 29.89%  63.56% 67.67%
Testing 15.81% 32.9% 54.84% 54.73%
4% Training  31.13% 54.11%  70.16% 74.44%
Validation 20.67% 2822%  62.89% 67%
Testing 14.62% 31.29%  53.01% 53.44%
5% Training  30% 53.15%  69.52% 74.84%
Validation 20.89% 27.89%  62.33% 66.89%
Testing 14.84% 31.4% 52.37% 52.9%
6% Training  29.35% 54.44%  68.79% 74.27%
Validation 19.67% 25.22%  61.33% 67.11%
Testing 14.19% 30.86%  52.58% 51.94%
8% Training  27.74% 52.34%  67.74% 73.63%
Validation 18.89% 24% 61.11% 65.44%
Testing 13.76% 28.71%  50.75% 49.78%
10% Training  26.37% 50.73%  67.02% 72.42%
Validation 18% 22.22%  59.44% 64.22%
Testing 13.23% 26.67%  49.68% 48.71%
15% Training 204% 4347%  63.47% 69.27%
Validation 13.56% 16.89%  55.22% 61%
Testing 9.68% 23.23%  46.02% 43.66%
20% Training  14.52% 33.63%  57.66% 64.19%
Validation 10.56% 13.78%  50.56% 55.11%
Testing 731% 17.63%  41.83% 37.63%
25% Training  9.03% 27.5% 47.74% 53.71%
Validation 6.11% 9.11% 42.89% 47.22%
Testing 441% 14.09%  35.38% 30.43%

variables in the successive steps generate closed trajectories
which are called limit cycles in state space, see e.g. [13, 71].

To analyze the characterization of limit cycles, the Poin-
caré section which is a subset of system states at step n is
taken as follows for our case:

hin] = [xo[n], % [n], %2 [n]] " (27)

Here, we take Poincaré section when the right thigh is in
front of the hip and the hip is in the highest position du-
ring a step. We describe this combination as an apex point.
Poincaré sections of successive apex points can be mapped
by a stride function “S(.) > as shown below:
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Table 10  Joint torque limitation experiments
Configuration

Data CPG Torque Position Position
Set Controller Controller Controller

(NN) (NN + PID) (NN +

NN)

(L, =0) (L = 0.005) (L, = 0.05) (L, =0.5) (L, = 0.05) (L =0)
Training 26.77% 27.5% 27.18% 37.58% 6.13% 92.26% 51.94%
Validation 18.78% 13% 21.67% 22.11% 3.78% 83.11% 49.22%
Testing 15.59% 7.74% 21.29% 26.67% 2.04% 68.39% 40.54%
Table 11 Center of gravity (COG) and zero moment point (ZMP) Table 12 Computed eigenvalues via the limit cycle analysis for success

analysis for NN driven walking scenarios

walking patterns obtained by each controller

Data set COG ZMP
CPG Training 88.23% 47.14%

Validation 88.02% 47.40%

Testing 88.45% 47.47%
Torque Training 86.77% 50.69%
Controller Validation 84.38% 52.38%
(NN) Testing 85.41% 50.29%
Position Training 80.25% 43.77%
Controller Validation 83.08% 42.63%
(NN + PID) Testing 76.50% 39.04%
Position Training 82.27% 42.00%
Controller Validation 81.35% 39.99%
(NN + NN) Testing 76.15% 36.62%
h[n + 1] = S(h[n)). (28)

For a stable periodic motion that converges to a limit cycle,
there are fixed points of § function such as £* and it repeat-
edly passes from these fixed points between consecutive
steps which satisfy the following:

h* = S(h*). (29)

Then stability of the limit cycle can be determined by lin-
earizing function .S around the fixed point 2* as given below:

S(h* 4+ Ap) = h* + DA, (30)

where Ay, = [Ay,, A,y Ay, T'is a small deviation vector and
D is the Jacobian matrix which consists of partial derivatives
of § function with respect to states variables in the Poincaré
section. If the eigenvalues of the Jacobian matrix are found
within the unit circle, it means the limit cycle is locally stable.

Unfortunately, the highly nonlinear model of the biped
robot model and controllers do not let us calculate the Jaco-
bian analytically. Under these conditions, a popular way of
evaluating the Jacobian is using numerical methods, see e.g.
[13, 71, 72]. The partial derivatives in Jacobian matrix D are

Configuration

CPG Torque Position Position
Controller Controller Controller
(NN) (NN + PID) (NN + NN)
Eigenvalues —0.0954 0.585 -0.3113 —0.3790 - 0.2750i
0.13 -0.0913 0.0857 —0.3790 +0.2750i
0.0502  —0.0062 0.0062 0.0008

Note that these eigenvalues are computed for walking 0 degree ramp
angle and 6.41 excitation value walking conditions. All controllers
acquire successful locomotion for this ramp angle and excitation
value pair

calculated with numerical methods as explained in [72]. As
an example of this approach, we considered a simple suc-
cessful walking configuration which is 0 degree ramp angle
and 6.41 excitation value. In this way, limit cycles of the
CPG and NNBCs driven biped robot models for the selected
walking patterns, which are shown in the Fig. 15, are ana-
lyzed, and eigenvalues of corresponding Jacobian matrices
are reported in Table 12. All eigenvalues are found in the
unit circle as expected and this is in line with the results of
the rough terrain experiments. Moreover, eigenvalues with
the lowest amplitude are found in CPG which may be inter-
preted that CPG shows faster recovery characteristics against
applied perturbation. This observation is also in line with the
stability expectations stated in [27], but such a limit cycle
calculation was not performed there. Among NNBCs, torque
controller has the highest eigenvalue amplitude and this is in
line with the observation of slow recovery and lower walk-
ing success rates than position controller NNBCs.

4.7 Discussion
The over-fitting issue is undesired and needs to be avoided

to increase the real performance of the machine learning
algorithms. To avoid this, three separate data sets named
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CPG Limit Cycles
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Fig. 15 Limit cycle trajectories of CPG and proposed NNBCs driven
biped robot model hip states. Blue and orange lines show (x;, x; ) and
(x2, ) limit cycle trajectories, respectively. Note that these limit cycles

as training, validation and test sets are produced by using
CPG driven robot model. While producing these sets, speed
excitation and ramp angle values are selected from relatively
close range. However, data set patterns are placed far enough
from each other to show diversity which can be observed by
examining Figs. 9 and 13. In this way, the success rate of
neural controllers changes in different directions on differ-
ent data sets throughout the training process. Moreover, it is
very common that neural controllers show changing success
rates on each data set for different training configurations
as shown in Tables 5, 7 and 8. In addition to these, trained
neural controllers are capable of performing stable locomo-
tion for speed excitation and ramp angle values which do not
exist in any of these three data set. Thus, it is validated that
generated three data sets carry necessary properties to avoid
the over-fitting problem. One another important issue is the
success differences between training, validation and testing
data sets. In the generation of data sets, different intervals
of speed excitation and ramp angle values were employed
to be able to analyze behaviors of NNBC in larger input
ranges. For this reason, successful locomotion percentages
show diversity as explained in the data set preparation sub
section. While the highest walking success is obtained in
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Torque Controller (NN) Limit Cycles
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are generated for 0 degree ramp angle and 6.41 excitation value. All
controllers acquire successful locomotion for this ramp angle and
excitation value pair

training data set, testing data set reaches the lowest success
percentage due to enlarging input interval.

During NNBC driven biped locomotion experiments,
the feedback taken from robot and environment are given to
NNBCs so inputs diverge from training set inputs starting
from the first control output which is different from CPG
output. These dynamics may cause misunderstanding that
NN training does not converge throughout the training pro-
cess as seen in Fig. 9. In fact, NNBC successfully learns
the relation between input and output data in the training
set. Since walking simulations are performed with different
inputs from inputs of data sets, first learning and then over-
fitting occurs as shown in Fig. 9.

Even though NNs are highly non-linear structures, they
reach a very high generalization performance in walking
experiments. Especially, L, regularization contributed posi-
tively to walking success generalization. For instance, 30 of
32 inputs given to the neural controller are calculated dur-
ing locomotion simulations in the torque control scenario
but NNBC can interpret these previously unseen inputs to
produce required torque values for stable walking. In a simi-
lar way, the neural controller reaches more than two times
higher walking success for speed excitation and ramp angle
combinations which are employed in data set generation at
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Table 13 Results of CPG tuning

experiments and new neural Excitation =~ Ramp Improved Torque Position PID
network based controller training Value Angle CPG Controller Controller Replacement
trials Interval Interval Walking Neural Neural Neural
Percentage Network Network Network
Walking Walking Walking
Percentage Percentage Percentage
L, =05) (L=005) (L=0)
Training [3 10] [—10°10°] 31.22% 45.17% 55.94% 48.5%
Validation ~ [2 11] [—11°11°] 22.58% 30.42% 46% 40.75%
Testing [112] [—12°12°] 16.67% 27.42% 43.01% 36.34%

the position control experiments. In addition to these, the
generalization success of NN is also validated with rough
terrain, robot weight increase, and joint torque limitation
experiments. Although neither CPG nor neural controller
is trained in rough terrain environment, there are significant
walking success differences between them in rough terrain
environment and differences generally tend to increase with
increasing roughness. In a similar way, neural controllers
outperform CPG in robot weight experiments and success
differences increase with increasing robot weight. It is inter-
esting to see that proposed NNBCs become more successful
in position control scenario than torque control scenario.
The main reason for this difference may be related to the
simplification of the legged locomotion problem by separat-
ing it into joint torque calculation and limb trajectory plan-
ning subparts similar to hierarchical control. Thanks to this
separation, one NNBC interpolates limb angles while other
focuses on torque generation for biped locomotion control.
After that, the successful walking generation ability of the
NNBC:s is tested under the torque limitation constraint and
NNBCs outperform the CPG again. Hence, we see that the
proposed NNBCs can be optimized to work in small torque
intervals and this ability may ease their usage in real-life
biped locomotion control applications.

Remark 1 Different from the acquired generalization success
with L, regularization, dropout which is another well-known
regularization technique does not enhance neural controller
performance for every control scenario. To measure per-
formance increment that can be obtained with the dropout
method, we retrain torque and position controller neural net-
works with their best training configurations by adding 0.1
and 0.2 dropout rates to the output of the LSTM layer. In our
simulations, dropout does not increase the success rates for
torque controller, but for position controller, some improve-
ment is observed in certain cases. Obviously, this point
deserves further investigation. This situation may be related
to limited layer numbers in our proposed neural network

architecture. We think that the dropout method would be
more beneficial for the performance of neural networks if we
would utilize a larger number of feedforward layers.

Due to the limited parameter space of CPG, it has lim-
ited adaptability to biped robot dynamics than NNBC. Even
though Matsuoka oscillator is capable of sustaining oscil-
lations, NNBC is more successful to evaluate the feedback
taken from the robot model and environment. Moreover,
it seems that LSTM layer in NNBC is capable of tracking
phase changes of hybrid dynamics of biped robot platform
thanks to internal structure of LSTM neuron model. Infor-
mation which is carried by cell state can be easily modified
or preserved with linear interactions between time steps.
Moreover, nonexistence of nonlinear operation in the cell
state line helps to avoid gradient vanishing type problems
which may be seen in RNN training, see [73].

Remark 2 We perform further tuning on CPG parameters
to test our assumption about the dependence of the gener-
alization ability of neural networks on the tuning level of
CPGs. Thus, we enlarge the walkable ramp angle range from
[ — 6.53, 6.53] to the [ — 8.18, 9.55] degree interval for the
training set walking patterns. That means an approximately
35.8% increase to the ramp angle range of CPG. A somewhat
summary of our simulations by using the patterns gener-
ated by the improved CPG parameters are listed in Table 13.
Here, we train torque controller, position controller, and PID
replacement neural networks by using found best training
configurations in previous experiments. All of them reaches
higher success rates than CPG as expected. As can be seen,
although the CPG success rates have been increased, so are
the NN-based controller performances which was one of the
main results of our work.

In the classical neural network-based controllers, feedfor-

ward layers are employed due to their quick training ability.
However, feedforward layers do not have dynamic structure
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so they may require several previous time step information
from the controlled plant in the closed-loop control schemes.
In addition, the number of required time steps may increase
with nonlinearities in the plant. In our proposed structures,
recurrent layer eliminates the need for previous time step
information. We employed fully feedforward neural net-
works with 3 and 5 layers that have similar parameter counts
with our proposed NNBC for position control scenarios as
an ablation analysis work to see the importance of recurrent
connections in proposed NNBC, see e.g. [74]. As shown in
Table 4, fully feedforward neural networks could not suc-
ceed to provide successful legged locomotion as much as
proposed NNBCs. As a result of this ablation analysis, we
see that fully feedforward neural networks are not suitable
for the same schemes that we used for proposed NNBC
which includes a LSTM recurrent neural layer. We think that
when previous time inputs are added to these feedforward
controllers their success rates will increase but the number
of the required time steps is unknown and it may increase
for hybrid dynamic systems such as biped robots. On the
other hand, the inclusion of previous time step informa-
tion requires the placement of a higher number of network
parameters to the input layer. So, the total neuron count will
decrease in the feedforward neural network and this situation
will also limit the performance of the controller. For these
reasons, using the LSTM neuron model in the recurrent layer
also seems efficient in terms of the number of parameters.

Note that LSTM neuron model is developed as a memory
unit so its mathematical operation modeling capability is
limited. When internal structure of LSTM neuron model
is examined, it is seen that there is no derivative block to
determine the rate of change at the error signal and inte-
grator block to accumulate error signal. Different from
the PID controller these mathematical operations have to
be performed in between time steps by collaboration with
other LSTM cells at the recurrent layer. To optimize this
collaboration, a great number of network weight needs to
be adjusted and this parameter adjustment may take long
training duration. As a remedy to this weakness, closed loop
control performance of the LSTM cell may be increased
with internal structural modifications such as adding integra-
tor and derivative gates.

5 Conclusion

In this study, we have focused on the NNBC design prob-
lem for two-legged robot motion control. We utilized LSTM
neurons at the recurrent layer and linear feedforward neu-
rons at the regression layer in the proposed neural controller
architecture. We proposed different neural controller struc-
tures which generate either joint torques or limb angles to
achieve stable walking. These neural controllers were trained
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with different training options. Then, their stable walking
performances were evaluated and compared in a simulation
environment.

As the main contribution of this work, we proposed
NNBCs with LSTM recurrent layer instead of classical fully
feedforward NNBCs for biped robot locomotion control and
we demonstrated that a stable walking performance may be
achieved in various walking environments. Note that biped
robots have hybrid dynamics and as a result they exhibit dif-
ferent behavior during flight and stance phases for each leg.
Since LSTM networks have certain memory, we expect that
they might be able to track these changes and this property
may contribute to increase the stable walking performance.
Secondly, to support this idea proposed hybrid neural con-
trollers were utilized in the feedback loop and feedforward
paths. In this way, their robot dynamic change tracking abil-
ity of the recurrent layer in the NNBC was analyzed depend-
ing on controller placement. Thirdly, the performances of
proposed controllers were validated in the simulation envi-
ronment to show the robustness of the proposed structures
under varying ground roughness conditions, robot weight
changes, and joint torque limitations for position and torque
control scenarios. Throughout these simulations, we showed
that the proposed NNBCs perform better than CPG and PID
type controller alternatives in the legged locomotion con-
trol problem. Fourthly, we benefit from well-known stabil-
ity analysis methods COG, ZMP and limit cycle analysis
to understand behavioral characteristic of proposed NNBCs
as much as the robot model allows. As a final contribution,
generalization abilities of proposed NNBCs were demon-
strated and training properties that may affect generalization
performance were investigated with walking simulations. As a
result, L, regularization was found as the most important
factor in the training of networks to reach higher walking
success. Mini-batch sizes were determined as less effective
but an important factor in generalization. Depending on
the control scenario, the contribution of L, regularization
showed diversity. In the replacement of the PID controller
with a NNBC, L, regularization affected the performance of
the controller negatively as compared to other trained neural
controllers. To sum up, proposed NNBCs performed better
for a wide range of ramp angles, walking speeds, rough ter-
rain environments, robot weight changes, and joint torque
limitations than their counterparts in terms of simulation
results.

Finally, the propriety of data set generation, over-fitting
issue and limitations of the LSTM neuron model are dis-
cussed and possible improvement ways are proposed related
to neuron model and training options. The use of LSTM
recurrent layer lets the neural controller detect phase changes
between stance and flight without explicitly given foot con-
tact information to the NN. Also, the stable walking condi-
tions are widened by the generalization ability of RNNs.
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Thus, the advantages of the RNN usage in the control of the
hybrid dynamical systems are exemplified with a biped robot
platform walking control problem.

In the near future, we will examine the generalization -
abilities of the proposed controllers at varying ground stiff-
ness. Subsequently, we will explore possible gains by widen-
ing the proposed neural controller with parallel neural layers
rather than serial flow as in this study. In the long term, we
plan to include robot platform dynamics into the NN training
process by representing the biped robot with another NN.

Appendix A
A.1 Equations of Biped Robot Model

Following equations are taken from Taga et al. [27] and they
are added to appendix for the sake of completeness. They
are employed to generate data sets and test the locomotion
control ability of trained neural networks in the paper. In
addition to these, xs, xg, x;; and x4 are referred as 6, 6,,
05 and 6, for the sake of simplicity throughout the paper,
respectively. For further details see [27].
System Parameters

M = 48,1’}’11 = 7,1’1’!2 = 4,[1 = 0.5,[2 =0.6
m 2 myl3

L="00 =" b =10,b, = 10,g = 9.8,
by = 1000, kx = 10000, k, = 10000, b, = 1000,

Initial Conditions

x1 = 0.0,x, = 1.09,xs = 0.457,x3 = 0.57,
X3 =X —Q—%‘ COSXs5,X4 = X2 —% sinxs,xy; = 0.45m,
i Lo
X6 = X1 —‘1-7] COSXg, X7 = X3 — 71 sinxg, x14 = 0.57m,
= h =1 b
X9 = [} cOS x5 + 5 COSX|1,X12 = /] COSXg + 5 COS X4,
X190 = X2 — l] sin x5 7%2 sinx”,
X13 = xp — [1 sinx8 — 172 sinxi4,

X=0,(G=1,214),0,%=0(i=1,2,.,12)

Equations of Kinematic Constraints

X| = X3 — 17‘ COSX5 = Xg —%‘ COS Xg
_ hoo _ hoo;
Xy = X4 — > SINX5 = X7 — > SIn xg
1] _ 12
X3 45 COSX5 = X9 — 5 COSX]|
[] . S [2 b
X4 — 5 SINXs = Xj9 +7 SIn Xy
11 — 12
X6 + 5 COSXg = X12 — 5 COSXi4
I Lo
X7 + 5 sinxg = x13 + 7 sinxi4
I b
(X1, ¥+) = (X9 + 75 cOsX11,X10 — 5 Sinxy;)

()C[,y[) = ()C]Q —|—%Z COSX14,X13 — %z sinx14)

Feedback Pathway

ag=ay=as=as=ags=1.5, ap=1.0, as =a7; =3.0
Feed) = —Feed, = a3(x11 — 7/2)h(Fg2) + ash(Fg4)
+ai(xs —7/2) —ax(xs — 7/2)
Feed; = —Feedy = a3(x14 — m/2)h(Fga) + ash(Fg)
tai(xs — /2) — az(xs — 7/2)
Feeds = —Feeds = as(m/2 — x14)h(Fqa4)
Feedy = —Feedy = as(m/2 — x11)h(Fg)
Feedy = —Feedyy = (ag(m/2 — x11) — asxi1)h(Fg)
+ar(m/2 — x14)h(Fgs)
Feed)| = —Feed), = (a¢(m/2 — x14) — agxi4)h(Fg4)
+az(m/2 — x11)h(Fg2)—
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Equations of Motion

M3, = Fy + F3,M¥, = F> + F4 — Mg
miXy = —F + Fs,mX4y = —F, + F¢ —mg
5is = —F1 sinxs — Fz% COS X5 —FS%‘ sin xs

—F 5‘ COS X5 — kih(xs — x11)

—(by + bif (x5 —x11)) (&5 —x11) + T + Ti3

—bilxs — 5 [xs

. Lo I Lo
I iy = —F35 sinxg — F4 5 cosxg — 75 sinxg
I
*Fg 71 COS xg — k/J’l(Xg — X14)

—(by + bf (xg — x14)) (Xs — X14) + T2 + T4

—bilxg — 5 |xg

12)'6'11 = —Fs%2 sinx11 — F6172 COS X1 — Fgllj2 sinx“
—~Fp 2 cosxiy + kih(xs —xi1) — Tz — Tys
— (b2 + bif (x5 — x11)) (X711 — X5)
12)'6'14 = —F7172 sinx14 — Fg%2 COSX14 — Fg3172 sinx14
— g4172 cosxi4 + kph(xg — x14) — Tra — Te
— (b2 + bif (xg — x14)) (K14 — X3)
0forx<0
= max(0 hx) = -
/) X( /%), h(x) { 1 forx>0
_ —X,0) — bgx, for y, — ye(x.) <0
0 otherwise
{ g(er _yr bgf(_y;) for Yr _yg(xr) < 0
otherwise
{ ke (x1 — x10) — bg;) for y; — ye(x;) <0
0 otherwise
— kg(vi —y10) — bgyy) for yi — yg(x1) <0
0 otherwise
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